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ROUNDING WITH THE EDITOR 
 
The Optimal Balance 
Evan G. DeRenzo, PhD 

Dear Readers, 
 
Welcome to Volume 10, No. 3 of the Journal of 
Hospital Ethics (JoHE). This issue presents an 
array of important topics facing many in the field 
of clinical ethics. First, I want to focus on one that 
has bedeviled the field since it began. That is, 
what is the optimal balance between the clinical 
consultation obligations of a hospital clinical ethi-
cist (CE) and her teaching activities and other as-
signed responsibilities? This question is one with 
which the field has struggled since its inception. I 
have personally devoted much consideration to it.      
 Raho, Nicoli, and Cummins in their article, 
“Examining the Clinical Ethicist’s Role as Educa-
tor” do an excellent job of 1) sorting through 
where we are now in terms of what needs better 
assessment and, possibly, additional training for 
CEs, and 2) the degree to which we ought to cir-
cumscribe the enthusiasm of some CEs to ascribe 
benefit to the educational impact of much of the 
semi- and informal teaching that CEs perform. I 
couldn’t agree more.  
 In addition to thinking that semi- and informal 
methods of teaching do play a positive role in the 
clinical ethics education of clinicians, and in ele-
vating the general ethical climate of a hospital, 
here I concentrate on one model of such semi- and 
informal education. That is, when CEs join specif-
ic units for regularly scheduled clinical rounds, 
given my career-length interest in the potential 
benefits of having a CE join rounds that are part of 
the daily rhythm of a particular hospital unit.  
 Whenever I introduce myself to someone pro-
fessionally, outside of clinical ethics consultation, 
I start with, “Hi, I’m Evan DeRenzo and I identify 
myself as a 2nd generation clinical ethicist.” Start-
ing by making note of the timing of my entry into 
the field, it is clear that I have had the benefit of 
learning from those who shaped the field and the 
privilege of living long enough to see CEs well-
integrated into the hospital setting where they are 
(ordinarily) welcomed as eagerly anticipated part-
ners. Especially in today’s larger hospitals, CEs 
are normalized into a hospital’s clinical program, 
as are pharmacists and members of the palliative 
care team. 
 While the clinical, consultative responsibilities 
have always consumed most of the time of the CE, 
my position has been that education of the clinical 

teams is also the job of the CE. First, there will 
never be enough CEs in a hospital to be present 
for every patient, family, or provider in need and 
second, because it is well established that ethics 
education ought to be a part of the training of phy-
sicians and nurses.1-3  
 If one believes that finding the optimal bal-
ance between the roles of clinical ethics consulta-
tion and clinical ethics educator is important, one 
place to merge the two, thus giving time to both, is 
to have CEs join regularly scheduled clinical 
rounds. While it is true that having a CE spend an 
entire morning every week attending, e.g.,  clinical 
rounds in an intensive care unit, is resource inten-
sive, there are a range of benefits that such time 
allocation may produce. Raho et al. innumerate 
some; others are less often mentioned but may be 
just as important. These can be clumped as rela-
tionship-building benefits. Taking for granted that 
all clinicians want to provide excellent care to 
their patients, once the CE has offered some re-
mark that has genuinely helped the medical team 
with an ethically complex patient, the CE has 
made a colleague for life.  
 Moreover, if it is the attending physician who 
has been helped by the CE and she lets the rest of 
the team know how much she appreciates having 
the CE join rounds, she is conveying to the rest of 
the team that it can be beneficial to talk with the 
CE. This can make the rest of the team more com-
fortable bringing issues in care to the attention of 
the CE, which often leads to increased consulta-
tions. If the CE has openly facilitated and/or sup-
ported a nurse in speaking up about an ethically 
challenging or morally distressing circumstance, 
that CE has likely strengthened the trust between 
herself and many on the nursing team. Joining 
work rounds not only familiarizes the CE with 
every patient on the unit that morning, it provides 
a venue that maximizes all members of the team 
and the CE getting to know each other.   
 Like so much in life, effective workplace per-
formance is connected to the relationships one 
builds within the organization. When a CE attends 
clinical rounds on a routine basis, that conveys 
respect by broadcasting, “I want to hear how you 
present your patients, not just be someone who 
talks all the time.” Attending consistently conveys 
to the staff that the CE is committed to assisting 
that particular team. By conveying respect and 
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commitment, the CE lays the foundations for rela-
tionships that can last for years to everyone’s ben-
efit.   
 The authors’ call, at least indirectly, for empir-
ical evidence of the sorts of claims I’ve made here 
in terms of the benefits of rounding, is research I 
couldn’t support more. But there will be no re-
search if CEs don’t think the time commitment is 
worth figuring out how to assess the objective use 
of this approach in balancing clinical with educa-
tional objectives.  
 While the question Raho et al. raise dates back 
to the beginning of the field of clinical ethics, the 
questions raised by Cederquist et al. and Esce et. 
al., are not far behind. As the field of clinical eth-
ics matured, it didn’t take long to realize that there 
were going to be many ethically-relevant hospital 
policies that might already exist at any given insti-
tution, while others would be new and require not 
only appropriate drafting, but a hospital-wide 
rollout followed by education efforts likely best 
handled by CEs.  
 In the Cederquist et al. article, “Artificial Nu-
trition in Advanced Dementia: Impact of a Hospi-
tal Policy,” the authors present a study on how 
implementing a new policy can assist ethically-
minded clinicians in their clinical judgement. Pro-
gress in clinical practice is sometimes not well-
known throughout the relevant medical communi-
ty. When some practitioners are unaware of new 
standards-of-practice in their field, these data 
demonstrate the usefulness of creating hospital 
policies that advance adherence to improved care 
standards for special populations.   
 This article also strikes a special chord for me.  
Having volunteered in nursing homes from the 
time I was 14 through the completion of my doc-
toral degree and fellowship, I went from writing 
letters for the cognitively-intact elderly who could 
no longer write, to volunteering in the locked de-
mentia units of nursing homes in Illinois, Massa-
chusetts, Virginia, and Maryland. I not only wit-
nessed the rise of CEs, but the standards-of-
practice for the administration of nutrition and 
hydration for patients with advanced dementia 
also changed radically during these years. That is, 
the treatment assumption, even in relation to pa-
tients with dementia, used to be that artificial nu-
trition and hydration (ANH) would be provided, 
administered through feeding tubes. By the time 
my career moved from gerontology to bioethics, 
practice standards had changed to recommenda-
tions of  withholding ANH from patients with ad-
vanced dementia.   
 Getting the word out about changes in consen-

sus statements regarding treatment practices into 
individual, acute-care hospitals is often not a 
straightforward task. Who better to teach clini-
cians about such policies than CEs who, by my 
time, had answered the question in the affirmative 
that CEs do have an important role to play in 
teaching about hospital policies. And although it 
may be a leap of faith to believe that the teaching 
of CEs produces changes in hospital recommenda-
tions and treatment practices, it will be interesting 
to see if further research confirms this study’s con-
clusions. 
 Turning to the Esce et al. article, “Business 
Ethics at the Bedside: Tracheostomy Patients, Di-
alysis Policies, and Creative Problem Solving,” it 
is always a pleasure when we find that we have 
more than one accepted paper that, even if only 
tangentially, touches on similar topics within a 
single journal issue. Esce et al. address how in-
volving CEs with policy work is as important a 
role as is that of clinical ethics consultation and 
patient-specific education, by focusing on the 
complications that can occur because of business 
practices in the outpatient setting. The authors il-
lustrate where business pressures on both the out-
patient and inpatient worlds can collide to impact, 
and often reduce, the quality of direct patient care. 
 Although this may be a contemporary prob-
lem, exacerbated by the disjointedness of a United 
States (US) privatized health care system, it also 
dates back to the beginning of the field of hospital, 
clinical ethics. At that time, the US healthcare sys-
tem was also primarily privatized, with acute care 
hospitals rapidly moving from a model of charity 
care to one centered on research and science. The 
management and funding of these highly techno-
logical hospitals withstood both internal and exter-
nal pressures. In the intervening years, business 
constraints have simply become more marked.  
 The article I address last is that by Jarrett et al. 
Artificial Intelligence (AI) was not much talked 
about in the medical world at the dawn of clinical 
ethics. Today, AI is talked about everywhere in 
medicine. From robotics in surgery to assisting in 
diagnosis, AI is moving into medicine at an ever-
quickening pace. Many medical publications have 
policies about the use of AI, as does JoHE. Jarrett 
et al. make a strong case for how to set up guard-
rails to mitigate against some of the ethical risks 
AI may pose. Even though awareness of, and at-
tempts at balancing the risks and benefits of AI is 
a truly contemporary problem, it brings us back to 
where we started.   
 Both Raho et al. and Jarrett et al. call for skep-
ticism when thinking about benefits; whether it is 
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being overly enthusiastic about assumed benefits 
that have yet to be empirically well-assessed, or 
about the wonders of AI, the reflective CE should 
remember that maintaining one’s skepticism is an 
important habit. In fact, being skeptical is a quality 
to which we all might well aspire.  
 
Sincerely, 

 
 
 
 
 

Evan G. DeRenzo, PhD 
Editor-in-Chief 
Journal of Hospital Ethics 
John J. Lynch, MD Center for Ethics 
MedStar Health, Washington, DC 
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ABSTRACT: The application of Artificial Intelligence (AI) enabled tools is growing rapidly. These systems are being used to 
support complex decisions that can add value to society. In healthcare settings, AI assists in detecting, predicting, and monitor-
ing health status, conditions, and behavior and assists in processes related to direct healthcare delivery. Amidst excitement, 
there is also growing concern around how AI can pose significant potential risk and harm across healthcare systems. How ought 
organizations, regulators, software vendors, and individual practitioners respond to these risks while still utilizing and appreci-
ating the benefits of these technologies? This is the key ethical problem addressed by this paper. A solution is urgently needed 
in the AI space because practitioners and healthcare leaders are determined to realize the benefits and efficiencies of these tech-
nologies right now. Yet, standard processes that ensure human touchpoints, thoughtful consideration, and application of ethical 
principles to algorithm utilization are often underutilized or completely absent. This paper outlines an approach that brings 
communities together across healthcare IT, academia, ethics, and community advocacy to establish common foundations, artic-
ulate a framework for considering AI-enabled technologies, and train developers and purchasers of AI-enabled technologies to 
reflect on the ethical dimensions of these capabilities more thoroughly. We propose that a process and standards to guide the 
application of ethical considerations will offer guardrails in the use of this technology, heighten beneficence and nonmalefi-
cence, introduce much-needed respect for autonomy, and enable paths for justice, especially among patients and families who 
will be most impacted by the inaccurate, inconclusive, or biased results.  
 
 
KEYWORDS: Artificial Intelligence; Healthcare Community; Information Technology; Organizational Ethics 

Introduction 
 
Artificial intelligence (AI) is increasingly integrat-
ed into our digitally dependent lives. Social media 
algorithms track behavior and preferences, mobile 
devices recommend routes before they are request-
ed, credit and housing recommendations are gen-
erated by complex systems, vehicle safety moni-
toring can prevent accidents, retail consumption 
patterns lead to product recommendations, and 
political and social interactions are tracked.1 Re-
cently, the launch of ChatGPT in 2022 rapidly 
accelerated the adoption of large language models 
(LLMs) for a wide variety of AI applications, in-
cluding the generation of text that is increasingly 
indistinguishable from work authored by a human. 
The use of tools such as ChatGPT across various 
industries has highlighted how quickly AI can 
penetrate our systems, both positively and nega-
tively.  
 We are at the beginning of a new era of auto-
mation and decision-making, often called the 
fourth industrial revolution.2,3 As humans navigate 
new technologies, such as AI, there is an oppor-
tunity to ensure that they are stabilized by human 
morality, in order to fulfill their promise and limit 
their perils.4 One of the systems in which human 
morality is of particular interest is the system ac-
countable for the delivery of healthcare services to 
human patients. In most major care settings, espe-
cially in large healthcare organizations that have 

the resources to procure and deploy algorithms, AI
-enabled technology may already be in widespread 
use. In healthcare settings, AI has shown that it 
can assist in detecting, predicting, and monitoring 
health status, conditions, and behaviors. It also 
may assist in processes related to direct healthcare 
delivery. While AI systems serve as powerful 
tools for automation, pattern recognition, classifi-
cation, and risk prediction, they also pose signifi-
cant potential risk of harm.5 It is in this risk-
benefit evaluation that has left those working in 
healthcare in a quandary about whether to advo-
cate for or against the use of AI. This has created 
an opening for ethicists and social scientists to 
provide their expertise as part of a collaborative 
solution.  
 Ethicists have a clear stake in the use of AI in 
healthcare, as they have been integral in complex 
decision making and policy formation in 
healthcare. Therefore, the foundational principles 
of biomedical ethics6,7 may provide a starting 
framework to employ in the rapidly evolving ap-
plication of AI in healthcare,8 because it could 
address the need to employ standards of right and 
wrong in how AI is developed and used.9 Howev-
er, there is a need to further evaluate the practical 
application of ethics, especially with emerging 
technology and the implications it has on our soci-
ety. While traditional approaches to ethics have 
focused on individuals, actions and consequences, 
there is a need to evaluate structures and process-
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es, and to examine the social arrangement for 
making decisions.10 This social ethics paradigm 
could be particularly useful for the group of peo-
ple working in healthcare technology who are now 
tasked with creating new processes of decision 
making for the application of AI across their in-
dustry. By leveraging a foundation of social ethics 
there may be more room for interdisciplinary and 
community-based discussions that can create a 
comprehensive response to the complex problem 
space of AI in healthcare.  
 We describe the lessons learned from our 
work with community-based participatory action 
on the ethical use of AI from 2021-2023. We pre-
sent an iterative approach founded on community 
participation, compare it to related process im-
provement tools, and report on a community pilot. 
We describe the purpose of community-led design, 
specifically in the development of a contextual 
curriculum that bridges traditional clinical ethics 
principles and healthcare technology best practic-
es. We outline process improvement strategies that 
reflect the complex lifecycle of technology design, 
development, implementation, and use, which ex-
ist in healthcare AI-enabled products. The recom-
mendations provided focus on community partici-
pation and are designed to connect the distinct lev-
els of decision-making present throughout the 
lifecycle of AI in healthcare, from design to use.   
 
 
Background  
 
This work is highly connected to already existing 
regulations, policies, standards, frameworks, and 
recommendations that exist in healthcare and 
healthcare technology to date. This connection is 
crucial, as healthcare is a highly regulated and 
standardized system, especially as it operates in 
the U.S.. When any new technology is introduced 
in a health care setting there is a need to examine 
how foundational ethical principles can fit into the 
development of standard operating procedures and 
how they can be extended beyond regulated com-
pliance.11 We argue that current regulations, alt-
hough necessary, may not be adequate for the new 
challenges we face with AI. Historically, systems 
such as the electronic health record (EHR) are 
governed by established regulations for privacy 
and security, namely the Health Insurance and 
Portability and Accountability Act (HIPAA). Sim-
ilarly, informed consent rules are strong and well-
developed.12,13 Recently, there has been focused 
attention on a currently unregulated piece of tech-
nology development - the bias that lay at the base 

of the rules used in all types of algorithms and the 
decisions that may come from their use. There is 
growing recognition that such rules may need to 
be revised to create more ethical, equitable, and 
reliable large data sets and tools to solve complex 
problems in healthcare. This area of focus has acti-
vated and accelerated policy changes for AI devel-
opment and use. Specifically, the Department of 
Health and Human Services Office of Civil Rights 
(OCR) published new requirements14 to help pro-
tect people from discrimination when AI tools are 
used in healthcare.15 Additionally, there have been 
growing initiatives and recommendations to inject 
ethical considerations in algorithmic development.  
 Over 80 AI Ethics related initiatives have pub-
lished reports describing high-level ethical princi-
ples, values, and requirements for the development 
and deployment of AI.16 Some of these initiatives 
have been used to inform healthcare policy, how-
ever there is little evidence that they offer practical 
guidance for ethical AI. For example, while the 
National Academy of Medicine published a 
“Healthcare Artificial Intelligence Code of Con-
duct” focused on privacy, ethics, accountability, 
and applicability17 and other initiatives have been 
launched,18 the practice of ethics and the develop-
ment and adoption of AI-enabled systems appear 
to be largely disconnected. Currently, research and 
the recommendations that follow focus on specific 
problems from a specialist point-of-view and are 
not necessarily geared towards developing gener-
ally applicable ethical frameworks – particularly 
from the perspective of shared, collaborative deci-
sion-making in healthcare.19  
 Recommendations have often been situated in 
source data issues, perpetuation of biases, and the 
opacity of AI systems, all of which are important 
considerations. Existing biases are already evident 
in healthcare and contribute to biased and negative 
patient outcomes20 which are then data points used 
by AI systems. These AI systems require large 
data sets to develop formal models21 and often 
mirror biases in the data used to train them. For 
example, ChatGPT-4 was recently demonstrated 
to include race, gender, and ethnicity-based stereo-
types.22 These biases can amplify disparities relat-
ed to racial, ethnic, gender, and other de-
mographics, deepening existing societal inequities 
because the source data did not adequately repre-
sent the population and contain inherent limita-
tions.23 These limitations are often to the detriment 
of people of color and others who have been mar-
ginalized in healthcare and underrepresented in 
research.24 AI outputs are given a degree of defer-
ence from human end-users that often perceive 
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such outputs as objective, having been produced 
by a machine rather than a person.  AI systems are 
often opaque, defying attempts to remove bias.  
Without attention to ethical guidance, and its in-
tentional application to AI, application of AI at 
scale may simply generate and perpetuate both old 
and new biases seen in healthcare systems, and 
there is little guidance on how to use these tools in 
healthcare without  doing so.25  
 Despite these risks, it is well documented that 
healthcare may see numerous benefits in the ap-
propriate use of AI, and “big data” research has 
significant opportunities to help mitigate health 
disparities.26 As AI becomes more involved in the 
delivery of healthcare, it is imperative that the as-
sociated ethical risks be addressed so the benefits 
can be safely appreciated while upholding ethical 
principles. Regulation from the highest governing 
institutions may be necessary as a long-term solu-
tion, especially with increased innovation, howev-
er, the healthcare industry is currently left with 
educating, equipping, and monitoring their tech-
nology decisions. This necessitates the creation of 
ethical industry standards for the design, develop-
ment, use, and monitoring of AI for healthcare to 
contribute to the long-term success and value of 
AI in medicine. As these industry standards 
(within healthcare and technology alike), are still 
emergent, organizations are left to independently 
establish a regulatory framework. How ought or-
ganizations, regulators, software vendors, and in-
dividual practitioners respond to these risks while 
still utilizing and appreciating the benefits of these 
technologies? This is the key ethical problem that 
the Ethical AI Initiative is working to address.  
 The Ethical AI Initiative began in 2019 and 
has worked with regional stakeholders and com-
munity leaders to understand the impact of AI in 
healthcare to develop resources and implement 
solutions for healthcare designers, developers, and 
users of AI. In addition to the collaborators in 
partnering organizations, our core team consisted 
of a mix of community leaders, technology practi-
tioners, advocates, researchers, and healthcare pro-
viders with expertise in data science, healthcare IT 
leadership, care delivery, policy, change manage-
ment, actuarial science, clinical research, software 
engineering, and disability services. Our methods 
for working with communities included the for-
mation of a community advisory board, two cur-
rent state assessments, semi-structured interviews 
with multiple community healthcare leaders, virtu-
al meetings, two in-person workshops, post work-
shop satisfaction surveys, and collaborative plan-
ning meetings with stakeholders. These methods 

provide a practical framework for practitioners 
interested in creating future programming that is 
centered around ethical AI in healthcare.  
 
 
Community Driven Design and Pilot 
 
The Ethical AI Initiative employed a novel ap-
proach devised by healthcare IT practitioners, 
stakeholders, and leaders primarily residing in the 
Midwest region providing practical interventions 
focused on ethical problems that are seen at vari-
ous stages throughout the AI lifecycle within 
healthcare. Due to these issues, caused primarily 
by inequitable power dynamics in healthcare and 
healthcare IT, we saw a need to leverage a com-
munity-based participatory model as a foundation-
al design principle, instead of a more traditional 
top-down model.  
 
 
Community-Based Participatory Design 
 
Community-based approaches have long been 
used in the implementation of public health pro-
motion and services, including programs centered 
on creating new products, tools, and services in-
tended to improve health outcomes. Often, they 
have been designed to target health outcomes re-
lated to specific conditions or concerns such as 
smoking cessation and diabetes.27 With the advent 
of Patient Centered Outcomes Research Initiatives 
(PCORI, in the early 2010s),28 advances in the 
development of learning health networks began to 
identify every patient encounter as a data point. A 
growing body of literature emerged touting the 
efficacy of expanding methodologies to include 
more social sciences-based approaches. Communi-
ty-based Participatory Research (CBPR) models 
afford patients and the community at-large the 
platform to demonstrate how varied personal inter-
ests and engagement play a key role in achieving 
systemic change. These models are not merely a 
set of methods but, instead, are an overall research 
orientation which fundamentally and consciously 
changes power relationships to eradicate the de-
marcation between those working on the study and 
those getting evaluated.29 Further, community-
based models embrace collaborative efforts among 
a diverse array of stakeholders who gather and use 
data to build on community priorities for multi-
level strategies that improve health and social eq-
uity.30 

 Although limited in scope, community-based 
research offers as much promise outside public 
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health. Compared to other traditional research ap-
proaches, this method puts community members 
in leadership and decision-making positions. By 
participating in the development and design of 
interventions, diverse stakeholders contribute to 
reducing biases. To date, there has been little com-
munity-based work done in developing ethical AI 
frameworks; even though existing methods for 
review of patient-involved work (for example, 
Institutional Review Board guidelines) almost al-
ways demand community participation.31 While 
the Ethical AI Initiative did not engage in tradi-
tional research activities, it did focus on communi-
ty-based participatory action methodology and 
employed similar methods for the same reasons 
that they are useful in other settings. Using a com-
bination of clinical ethics principles, social science 
approaches, an evidence-based learning pedagogy, 
and community participatory action techniques, 
the work of the Ethical AI Initiative offers a novel 
approach to solve the issues that arise with AI in 
healthcare, as other initiatives may focus heavily 
on technical solutions alone.32  
 
 
Ethical AI Advisory Council 
 
Community advisory boards (CABs) or groups 
(CAGs) are often a part of a community-based 
participatory design, especially in the early phases 
of a project.33 The work of the Ethical AI Initiative 
began in 2019 as a community workshop with 
over 50 stakeholders impacted by the decisions 
made in healthcare IT. The workshop led to sever-
al community leaders requesting to engage in the 
development of practical solutions. The Ethical AI 
Project Team began recruitment of its interdisci-
plinary and intersectional group of community 
members for the Ethical AI Advisory Council in 
2021. The recruitment process also included a ma-
trix which examined personal and professional 
characteristics (e.g., gender, race, title, company) 
as well as expertise, power, and influence, intend-
ed to promote diversity in membership. The mem-
bers were intended to be a representation of the 
community of designers, developers, users, and 
community members impacted by healthcare tech-
nology.  
 This group began with a core group of 20 
members across healthcare technology develop-
ment, healthcare leadership, patient advocacy, 
healthcare delivery, scientific discovery, and tech-
nologists. Industry experts in AI and stakeholders 
impacted by AI provide detailed insight into how 
ethical problems emerge in the context of 

healthcare. Those members with experience in 
healthcare technology offered practical guidance 
(informed by their unique roles in AI, healthcare 
and research, advocacy, current industry practices, 
and institutional norms) for how to address these 
problems. Additionally, they offered diverse input 
on framing ethical issues in a way that allows 
them to apply established ethical principles incor-
porating unique aspects of their work. After adopt-
ing a matrix and finalizing its membership, the 
Council held its first meeting in the spring of 2021 
with ongoing monthly meetings. Meetings were 
facilitated by the Ethical AI Project team who 
translated the council’s recommendations into pro-
gram objectives and tasks through facilitating dis-
cussion, collecting data via surveys, and reporting 
progress at each meeting. This approach allowed 
for the community-based participatory design to 
be put into practice. In addition, council members 
volunteered to serve on subcommittees and task 
forces on special topics between meetings. Sub-
committees formed as needed at the suggestion of 
the Council members. Specifically, within the first 
few months of the council, an education subcom-
mittee was created to evaluate the need for educa-
tional offerings as a resource for healthcare IT 
professionals and healthcare providers. 
 
 
Ethical AI Curriculum Development 
 
Education is often the foundation of any success-
ful intervention. The Ethical AI Advisory Council 
conducted a review of research work using Google 
Scholar that identified numerous papers (over 
17,000 between Jan. 1, 2022, and July 1, 2023) 
which touched on healthcare, ethics, and AI. Lim-
iting this to reviews focused on clinical care in the 
US, the search was reduced to 100 articles. Major 
topics were ChatGPT, image analysis tools in vari-
ous fields, use of wearables in healthcare settings, 
addressing health inequality, health professional 
shortages, and detection of disease outbreaks. The 
variety of topics made it clear that while a need for 
ethics education was recognized,34 no curricula 
can address the entire scope of AI in healthcare at 
a detailed level. This supported the council’s idea 
to develop an ethics curriculum that focused on 
high-level concepts (how ethics can shape, inform, 
and both direct and evaluate the application of AI) 
rather than specific-use case scenarios (image 
analysis, population analysis). The goal was not to 
develop new subject matter experts (SMEs) in spe-
cialty fields – those stakeholders already exist 
within healthcare settings.  
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For our purposes, we saw a clear need to address 
the use, deployment, and monitoring of AI sys-
tems in health care settings by building curricula 
that addressed the various stakeholders involved in 
this process. When considering AI in health care, 
an ethical curriculum needed to address the funda-
mentals (what is AI, what are ethical duties, what 
is health care disparity) before it could assist the 
learner in what might be the truly desired out-
comes (building and deploying AI systems that do 
not exacerbate disparity in healthcare; truly in-
formed consent by patients when interacting with 
data collection for AI systems). Therefore, the de-
velopment and analysis of our curriculum pro-
ceeded from an understanding of fundamental 
needs for a set of learners, using diverse learning 
methodologies, and utilizing assessable, measura-
ble outcomes. The curriculum may then provide 
concrete first steps for healthcare IT practitioners 
and providers to handle the ethical considerations 
in their own organizational practices.  
 Using community-based participatory design, 
the Advisory Council formed two internal com-
mittees: one committee to design and develop the 
curriculum, and one to design the implementation 
of the curriculum at a community site. Both com-
mittees worked with a community consultant to 
develop the necessary components of the design,  
development, and implementation of the curricu-
lum.  
 The council evaluated certain pedagogies, in-
cluding the “learning by doing” pedagogy.35 This 
pedagogy is an experiential hands-on approach to 
learning, a method most connected to the philoso-
pher John Dewey, who believed that people 
should come together peacefully to problem-solve 
through discussion, debate and decision making.36 
This learning pedagogy was determined the most 
appropriate approach for the implementation of 
the curriculum since the path to responsible tech-
nology in healthcare needed a foundation of ethi-
cal principles and contextual application across 
disciplines.37 The education committee worked 
with the community consultant to design modules 
for the curriculum, including supporting literature 
and resources for the future participants. A com-
prehensive curriculum aligned to the needs of the 
healthcare IT community was developed and 
ready for implementation in less than 6 months 
due to the ongoing commitment of Ethical AI Ad-
visory Council members.  
 The curriculum included a didactic teaching 
component and a facilitation component. It was 
designed to teach the application of the bioethical 
principles of beneficence, nonmaleficence, fair-

ness  (incorporating justice and fidelity), and re-
spect for autonomy to the development and use of 
AI systems in healthcare. The bioethics principles 
were set as cornerstones, since they are widely 
adopted in healthcare organizations, especially 
those that deliver care to patients. In addition to 
these principles, the curriculum addressed recur-
ring themes of AI ethics, such as transparency, 
explainability, accountability and fairness.38 Con-
necting the principles to AI design, development 
and use was designed to facilitate the development 
of process improvement recommendations for in-
stitutions, starting with the Pilot site. The 11 cur-
riculum modules in order of delivery are included 
in Table 1. The modules were connected to two 
types of learning outcomes: problem definition 
and problem solving. The progression from defin-
ing the problem to solving the problem created a 
path from knowledge transfer to solution creation.  
 
 
Ethical AI Pilot Program 
 
Throughout the curriculum development process, 
the modules were grouped into sessions that could 
be mapped to a 7-9 hour time commitment for the 
participants. These sessions included a combina-
tion of didactic lectures, facilitated small group 
exercises, and facilitated large group discussions. 
To prepare for the implementation of the curricu-
lum, the Project Team recommended a “Train the 
Trainer” approach39 to align with the pedagogy of 
the curriculum. This approach to train the pilot site 
to implement the curriculum provides a sustaina-
ble model of implementation that creates engage-
ment of our partners, but also allows for institu-
tional support post-curriculum. Before the curricu-
lum was implemented, the pilot site chose two co-
facilitators to work alongside a trained healthcare 
ethics educator from an independent community 
ethics center. These facilitators participated in a 
Train the Trainer and mock workshop event creat-
ed by the Ethical AI Project Team and led by the 
curriculum developer. The curriculum developer 
outlined the pedagogy, the intention, and activities 
of each session and how to facilitate discussion 
during the delivery of each module. Select mem-
bers of the Ethical AI Advisory Council acted as 
volunteer participants so the facilitators could run 
through each module prior to the Pilot.  
  
 
Pre-Workshop Interviews 
 
One of the facilitators conducted semi-structured 
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TABLE 1: Modules by Learning Outcome Type 
 

 
 
before each workshop. The interviews were de-
signed as a pre-workshop assessment to assist the 
project team in understanding the current state of 
the organization’s values, processes, procedures, 
and governance, as well as to document current 
governance and monitoring structures. The team 
also inquired about organizational and depart-
mental education, specifically around ethics relat-
ed education. Site A and Site B provided names, 
titles, and contact information for participants to 
the project team. With the goal of equal distribu-
tion, the project team then requested interviewees 
that could fit in each of the three categories of 
people that: 1) consider themselves decision mak-
ers of products and/or processes in healthcare IT; 
2) assist in the design process of products and/or 
processes in healthcare IT; or 3) create products/
tools in healthcare IT. The questions did not differ 
across categories; however, it was expected that 
the categories may yield different perspectives to 
the questions. The interviews conducted before 
each workshop were transcribed and analyzed to 
determine major themes. Since the questions were 
meant to discover current processes, pain points, 
gaps, and opportunities, the thematic analysis was 
meant more  to  understand  common  practices  a-            

 
 

 
 
cross departments. The results of the interviews  
outlined the “who’s, what’s, where’s, and when’s”  
of decision making across the organization, speci- 
fically describing the decision points that exist in 
healthcare IT design, development, and implemen-
tation.  
 
 
Curriculum Sessions 
 
Curriculum sessions were delivered in the form of 
one on-site workshop over 2 days. The modules 
were divided across two half-days that did not oc-
cur back-to-back. The project team determined 
that the curriculum could be better absorbed by 
having at least a day in between that may be spent 
discussing the modules presented in Day 1 to col-
leagues, or preparing for Day 2 modules. The 
names and titles of the participants were shared 
with the project team for the purpose of email 
communication, interviews, assessments, and for 
creating workshop groups. Participants were then 
socially engineered into assigned seats and groups. 
These groups were intended to provide a balance 
of power, experience, and expertise. Ethical AI 
workshops were conducted with stakeholders at 

Module Titles (in order of delivery) Type of Learning Outcomes 

  Problem Definition Problem Solving 

Medical Ethics, Non-Maleficence, Autonomy, and Fairness Over-
view 

    

Definition of AI in clinical healthcare     

Define Non-Maleficence of AI in clinical healthcare     

Define Beneficence for AI in clinical healthcare     

Examine AI clinical Informed Consent practices (Autonomy)     

Examine algorithm bias in AI clinical healthcare practices; How 
does bias get in there? 

    

Discuss fairness in AI clinical healthcare practices     

Promote explainability in AI clinical healthcare algorithms     

Postulate ownership of responsibility, accountability, and liability 
in AI clinical healthcare practices 

    

Select a framework for diminishing bias in the decision-making 
process of machine learning and algorithms used in clinical AI 

    

Develop a responsible organizational approach to the implemen-
tation of clinical AI in healthcare 
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two regional medical centers. The Pilot event was held onsite at Site A, an academic medical center in 
the summer of 2022. The second event was held onsite in the spring of 2023 at Site B, a comprehensive 
pediatric medical and research center. The participants included various leaders across healthcare IT, 
including healthcare executives, analysts, data scientists, and leaders in research. It is important to note 
that both sites were volunteered by employees of those sites, who also were members of the Ethical AI 
Initiative Advisory Council. 
 
 
Results 
 
The program at Site A was held in the summer of 2022 and the program at Site B was in the late spring 
of 2023. This time gap allowed for the implementation of new AI technologies, additional recommenda-
tions in AI research, and the convening of federal officials to examine the impact of AI. Site A and Site 
B were comparable in participant size ranging from 12-18 participants at each site, and a sampling of 
participants who agreed to be interviewed. As part of the interviews, the project team identified strengths 
and areas of opportunity as major themes. These were also presented as part of the workshop to show the 
organization’s potential for improvement, both at an enterprise level and in specific areas.  
 Common strengths across both sites included the existence of executive level guidance and expertise 
on data, information services, information technology and research, as well as governance structures for 
design, development, and deployment. Also, participants expressed an organizational level priority for 
privacy and security of patient data. Areas of opportunity that were common across both sites included 
the need for institutional definitions and standards to mitigate risk of AI enabled products, standard data 
management and monitoring practices, transparency, and the use of diverse perspectives in governance 
structures. Additionally, even though both sites had comprehensive educational platforms and streams of 
communication, ethics related education across healthcare IT workers was optional, and mostly unheard 
of.  
 
FIGURE 1: Common Decision Makers of Healthcare IT Across Pilot Sites 

As part of evaluating current state decision makers through the interview phase of the pilot program, 
common decision makers across each site were described. The descriptions and hierarchy shown in Fig-
ure 1 were leveraged as part of the workshop content at each site so participants could visualize a path 
for ethical considerations that closely aligned to how they make decisions in their current state.  
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Participants at both sites were also sent an online follow-up survey related to satisfaction of the work-
shop itself and a 90-day post-workshop assessment to evaluate any use of the workshop in daily profes-
sional activities at their organization, and to assess if any new processes related to the ethical design, 
development, implementation, or use of AI had been created since the workshop. Qualitative feedback 
showed positive responses to the workshop, and comments to support that the organization was taking 
steps to consider ethical frameworks for AI-enabled products across the organization. Response rates 
and a sample of responses are listed in Table 2. The workshop at Site B informed by recommendations 
given by Site A participants, such as case studies embedded in the curriculum, descriptions and exam-
ples of process improvements, and the introduction of an organizational mapping activity.  
 
TABLE 2: Sampling of Post-Curriculum Survey Responses by Site 

 
Survey responses varied across both sites and Site B had a lower response rate. While Site B had a lower 
response rate to the electronic survey, the site was receptive to ongoing discussion with the Ethical AI 
Initiative and their executive leadership team. These discussions resulted in drafting organizational poli-
cy for the ethical use of AI as a collaborative effort from the leaders present in the workshop. Site A 
worked with the Ethical AI Initiative for several months after the workshop to create new committees to 
address the internal feedback from workshop participants. Each site continues to work with the Ethical 
AI initiative to examine case studies and develop policies, practices, and procedures across their organi-
zations.  
 
 
Practical Framework for the Field 
 
Healthcare systems are continuously challenged with resource constraints and increased patient demand. 
The use of algorithms in healthcare is well-established as they are integrated into information technolo-
gy, diagnostic mechanisms, record-keeping, and electronic health records to create efficiencies in the 
systems used within chart reviews, generation of patient care guidelines, and analysis of patient-related 
data. The rise of machine learning and, more recently, AI tools to create value within healthcare systems, 
maximize the use of data within them and stretch the value of scarce expertise that is predicated in part 
on the need to make the most efficient use of constrained healthcare resources. While bioethics is often 
central to decision-making in healthcare settings, broader consideration of ethical principles and virtues 
may not be central to the missions of organizations outside of the "normal” practices that have been en-
acted to protect patients and providers. As artificial intelligence technologies become pervasive in 
healthcare settings, providers and developers need language, tools, and organizational support to address 
the ethical problems they produce. Effective educational resources, best practices, and industry standards 
require action from diverse and interdisciplinary stakeholders. 
 The Ethical AI Initiative has a commitment to provide practical interventions for ethical problems 

Survey Responses Site 

  Site A Site B 

Survey Response Rate 70% 44% 

Workshop satisfaction 
responses (free text) 

The workshop would benefit from more 
guidance on setting goals and perhaps ideas 
for how to bring ethical AI into an organiza-
tion. 

Good content. Appreciated the 
philosophical setup and the hands
-on nature. 

Additional feedback 
(free text) 

(…) the concepts and tactics require much 
more organizational change management 
within my org before we have the right sup-
port for implementation of true change.  

The workshop was on point for 
our state. We'll have plenty of 
internal challenges, (…) one stake-
holder shared that it has signifi-
cantly changed her thinking and 
opened her eyes. 
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that arise at various stages throughout the develop-
ment, deployment, and use of AI. Efforts to miti-
gate risk must exist for these tools to be used ap-
propriately, as they potentially can improve the 
accuracy of diagnoses, decrease cost, and lessen 
the gap between research and innovation in 
healthcare practice.40 As part of this effort, the 
initiative works to prevent harm by identifying and 
addressing these ethical issues before AI is de-
ployed and developing accountability structures 
that can respond when things go wrong. Interven-
tions that can be practically applied today are 1) 
education that defines ethical concepts and AI, 2) 
current state evaluation to understand areas of 
strengths and opportunity across organizations, 
and 3) process improvement recommendations to 
help guide organizations towards standard ethical 
AI practices. The interventions we propose to the 
healthcare IT community were developed and im-
plemented using community driven design practic-
es, led by a diverse group of stakeholders operat-
ing in healthcare technology. This model is recom-
mended not only as a proactive design technique 
but could also be used when considering govern-
ance mechanisms. For example, after each work-
shop, the project team gave recommendations to 
each site to emphasize the importance of process 
improvement because education alone has limited 
success in creating change. The recommendations 
included:  
 
⁕ Creating ethics checkpoint meetings to under-
stand the points in the decision-making process 
that may benefit from ethical considerations.  
 
⁕ Leveraging already existing community advisory 
boards to assist in decision making processes for 
AI design, development, and use across the organ-
ization.  
 
⁕ Creating ethics scorecards for their AI enabled 
products and ethics specific education across de-
partments typically exempt from such offerings, 
such as data science, software development, and 
information technology services.  
 
⁕ Providing workshops or other AI ethics educa-
tion to providers, technical workers, researchers, 
and various tiers of leadership across the organiza-
tion.  
 
Through our pilot program at both sites A and B, 
we found that these recommendations could be 
implemented more quickly by convening decision 
makers that may not typically consult each other 

on organization-wide decisions. Specifically, we 
saw this deployed as an unintended benefit at Site 
B, as the workshop created a new internal network 
of leaders committed to ethical AI. A solution 
ready for immediate deployment is necessary in 
the AI space because practitioners and healthcare 
leaders are determined to realize the benefits and 
efficiencies of these technologies. This environ-
ment will speed testing and adoption of useful and 
practical implementation of ethical AI in 
healthcare. Yet, standard processes that ensure 
human touchpoints, thoughtful consideration, and 
application of ethical principles to algorithm utili-
zation are often underutilized or completely ab-
sent. Our approach aims to fill this gap, centering 
practical ethics and the incorporation of communi-
ty voices most likely to be adversely impacted by 
unthoughtful or unguided use of the technology.41 
Further, by using community centered design, the 
standards and decision-making processes created 
by this work include equity in representation and 
cultural humility that can be applied to algorithm 
deployment and refinement over time.   
 
 
Discussion 
 
The work of the Ethical AI Initiative across two 
large healthcare organizations in the last two years 
provides a glimpse into the complex problem 
space of AI in healthcare and a starting point for 
healthcare organizations to educate themselves, 
create new infrastructure, and design new practic-
es towards a solution. We found that as AI is de-
ployed, it is often with few checks and balances 
beyond the technical team or reactive insights by 
practitioners as they uncover risks in field deploy-
ment. Also, it is often unclear who is responsible 
for monitoring the outputs produced by AI sys-
tems, between institutions, developers, and users. 
Our goal is that every healthcare organization us-
ing machine learning algorithms has a written pol-
icy and defined standards that includes the appli-
cation of ethics in their decision-making process. 
 A key differentiator of this work and other 
projects focusing on the ethical use of AI is the 
focus on practical application.  The ethical AI 
work is steeped in real-world application through 
the practical deployment of structure, governance 
with community voice, and standards that will 
adapt to changing technology and use cases over 
time. The work of this initiative seeks to equip 
developers and buyers of AI-enabled applications 
to make design, purchasing, and implementation 
decisions that are informed by ethical principles 
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and practices. Building the capacity of healthcare 
organizations, both internally and through collabo-
ration, to select, implement, deploy, and iterate 
algorithms is an essential void to be filled in the 
field.42 The interventions being developed in the 
initiative play a critical role in a larger theory of 
change aimed at broad adoption of ethical best 
practice for AI in healthcare.43,44 The success of 
the initiative and related work depends on interre-
lationships among key stakeholders focused on 
equitable treatment and care for vulnerable per-
sons in the deployment of AI in healthcare. The 
willingness of purchasers, developers, and clini-
cians to understand the long-term potential impact 
of AI on patient populations and balance that with 
their own need for AI assisted workflows demands 
a commitment to integrity, accountability, and jus-
tice.  
 Future initiatives should include an intentional 
approach to recruiting diverse members to design 
recommendations for the growing field of ethical 
AI. Common diversity, equity, and inclusion prac-
tices lack the infrastructure to allow for the differ-
ences in power, lived experience, and influence of 
many of society’s communities and individuals. 
This initiative incorporated elements in the design 
of the workshop and delivery of the curriculum to 
ensure that participants had varying levels of pow-
er, expertise, interest, and experience, however, 
our participants may not have been representative 
of their organization. Whether based on race, eth-
nicity, education, socioeconomic status, gender, 
age, or other factors, the use of AI in healthcare 
impacts clinical decision-making and care. A vital 
component to systemic change requires that these 
realities be included across the decision-making 
pipeline, which may be a necessary disruption 
across the organization- from hiring to care deliv-
ery.  
 There is promise in intelligence, and it is not 
unrealistic to be excited about how it will make 
things in life more convenient, more accessible, 
and may remove barriers that have left us unable 
to live the life we want to live. This can be true in 
healthcare practices and delivery; however, this 
space is also a venue for incredible risk that ought 
to be examined with an ethical lens and practical 
mitigation. The risks and harms as outlined 
throughout the details of this pilot program under-
score the need to create and incorporate industry 
standards in the ethical development, use, and 
monitoring of AI systems.   
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Artificial Nutrition in Advanced Dementia: Impact of a Hospital  
Policy  
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Emily M. Ostler, BA; Khang Tong, MD; and Lin Liu, PhD  

 

ABSTRACT: Background: Despite multiple consensus statements in the literature advising against use of artificial nutrition and 
hydration (ANH) for patients with advanced dementia clinicians continue to offer ANH when families request it. In order to better 
align practices with consensus statements, we implemented a policy within our institution which stated that feeding tubes would 
not be offered for patients who were experiencing difficulties eating as a result of advanced dementia. Methods: We created a 
workgroup to develop a policy addressing use of feeding tubes in the setting of advanced dementia. Prior to implementation of the 
policy, we conducted a one-time cross-sectional faculty survey to assess knowledge and attitudes regarding the use of feeding 
tubes in the setting of advanced dementia. Approximately two years after implementation, we conducted a follow up survey to try 
to assess the impact of our policy. Results: In the post-implementation survey, there was a trend towards increased recognition 
about risks and benefits associated with feeding tubes in patients with advanced dementia. The post-implementation survey also 
solicited feedback regarding the policy’s utility. Of the individuals who were aware of the policy, 58% reported using the policy to 
guide decision making, 77% found it helpful, and 32% reported unforeseen problems. Conclusions: While the feedback on impact 
of the policy was mixed, our results suggest that it is beneficial to have such a policy in place in order to support physicians deci-
sion making. As a result, we believe our practices better align with consensus statements. 
 
 
KEYWORDS: Advanced Dementia; Artificial Nutrition and Hydration; Feeding Tubes; Non-beneficial Treatment 

Background 
 
Legal and medical institutions have historically 
been reluctant to set limits in the provision of artifi-
cial nutrition and hydration (ANH) at the end of 
life.1 Cases are decided on an ad hoc basis, and 
vary widely in how they are managed.2,3 Many con-
tributing factors lead to highly variable manage-
ment decisions and therefore potentially inequitable 
application of current treatment guidelines. These 
factors include clinician knowledge and decision 
making,3,4 familial decision making often informed 
by religious and cultural influences,3,5,6 and institu-
tional drivers such as pressure to discharge pa-
tients.7 
 In addition, the dynamics of decision making 
regarding ANH are somewhat unique compared to  
other life-sustaining treatments. In the case of a 
decision which requires specialist intervention, 
there is a disconnect between the clinicians who are 
directly caring for the patient, and the clinicians 
who are asked to place the feeding tube or IV ac-
cess (e.g., participation in goals of care conversa-
tions). Various specialists can be involved in the 
placement of PEG tubes, most often gastroenterolo-
gists and interventional radiologists. However, 
there are no clear guidelines on who among a pa-
tient’s healthcare providers should be responsible 
for the ultimate decision of whether to place access 
for ANH.8 There is evidence to suggest that physi-
cians of several specialties believe there should be 
interdisciplinary discussion when making decisions 
about PEG tubes/IV access but ultimately view a 
patient’s primary care team as having the main re-

sponsibility.2 Indeed, patients’ primary care doctors 
may draw upon their longitudinal relationship with 
their patients to make choices about PEG place-
ment that uphold patients’ desires prior to losing 
capacity.9 However, the gastroenterology literature 
suggests a desire for those performing the PEG 
tube procedure to be included in decision making. 
Physicians who perform the requested procedures 
can experience moral injury by placing PEG tubes 
that they believe will do more harm than good.8 
Given the gap between guidelines and actual prac-
tice, there is a need for hospitals to support and em-
power clinicians with information on how to align 
their practices with evidence-based guidelines, and 
provide policies to guide such clinical decisions. To 
our knowledge, hospitals do not have policies in 
place which support clinicians in declining to offer 
ANH to patients with advanced dementia. At our 
institution, we have had a policy for over a decade 
which supports clinicians in not offering treatments 
which have been determined to be non-beneficial. 
The following is our hospital’s definition of non-
beneficial treatment: “Any treatment that has no 
realistic chance of providing a benefit that the pa-
tient has the capacity to perceive or appreciate, 
such as merely preserving the physiological func-
tions of a permanently unconscious patient, or has 
no realistic chance of returning the patient to a level 
of health that permits survival outside the acute 
care setting.” We believe that use of ANH in the 
setting of advanced dementia is sufficiently similar 
to other non-beneficial treatments such as ventilator 
support for a permanently unconscious patient with 
no reasonable hope of recovery. A person with ad-
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vanced dementia lacks the capacity to appreciate 
the fact that they are being kept alive and are more 
likely to experience added suffering from admin-
istration of ANH rather than any meaningful bene-
fit in terms of survival or quality of life. As we 
support limitation of other non-beneficial treat-
ments, we felt it necessary to establish a mecha-
nism to do the same when families request ANH 
in this setting. We were unable to identify another 
hospital which had implemented such a policy, so 
this was a novel approach to aligning practices 
with evidence driven guidelines. 
 
 
Methods 
 
A. Study Design 
 
We first convened a workgroup to deliberate on 
current practices and potential solutions. The 
workgroup included representation from key 
stakeholders including hospital medicine, geriat-
rics, neurology, interventional radiology, palliative 
medicine, ethics, and gastroenterology. The con-
sensus of this group was that in most cases of ad-
vanced dementia, ANH should not be offered. De-
spite that, in many cases they are still offered due 
to the pressures on clinicians as outlined above. 
The proposed intervention was to develop a policy 
that addresses requests for feeding tubes in the 
setting of advanced dementia. A policy entitled 
“Policy for Feeding Tube Placement in Patients 
with Advanced Dementia” was created and imple-
mented in August 2021. Surveys to measure phy-
sicians’ attitudes and knowledge regarding the use 
of feeding tubes in this setting was conducted pre- 
and post- policy implementation to assess the im-
pact of the policy. This was a pre- and post- cross-
sectional survey-based study within a single aca-
demic health system, conducted approximately 
two years apart.  
 
 
B. Survey Conception 
 
The objective of this study was to assess clini-
cians’ knowledge, attitudes, and practices regard-
ing the placement of feeding tubes in the setting of 
advanced dementia. The pre-policy implementa-
tion survey was adapted from a prior survey con-
ducted in Israel published in 2018 looking at phy-
sician’s attitudes and knowledge regarding the use 
of feeding tubes in the setting of advanced demen-
tia.10 Our adapted pre-policy implementation sur-
vey asked both closed and open ended questions 

including participant demographics, knowledge, 
attitudes, and practices. We subsequently conduct-
ed the same survey almost two years later to assess 
the impact of the policy and its accompanying 
physician education (Graphs 1-5). 
 
 
C. Follow Up Survey 
 
We conducted the same knowledge and attitudes 
survey almost two years after policy implementa-
tion. We wanted to see if we could measure any 
impact implementation of a policy (accompanied 
by clinician education regarding the policy) might 
have over time (Graphs 1-5). In addition to the 
knowledge and attitude questions, we added four 
additional questions to assess the impact of the 
policy on clinical decision making. The questions 
included: 
 
1. Are you aware of the policy? 
 
2. Have you used this policy to guide decision 
making? 
 
3. Have you found this policy to be helpful? 
 
4. Have any unforeseen problems arisen as a result 
of this policy? 
 
 
D. Participants and Recruitment 
 
The anonymous pre-policy implementation survey 
was sent via email to all faculty in the following 
specialties: hospital medicine, geriatrics, neurolo-
gy, palliative medicine, interventional radiology, 
and gastroenterology at our academic medical cen-
ter in 2021. The post-policy implementation sur-
vey was subsequently sent to the same faculty in 
2023. We sent the survey request only one time 
with each survey. For both 2021 and 2023, each 
survey was sent to approximately 230 faculty. For 
the pre-policy implementation survey in 2021 we 
received 45 responses (19% response rate). For the 
post-policy implementation survey in 2023, we 
received 40 responses (17% response rate). 
 
 
E. Policy Development and Implementation 
 
The stated purpose of the policy was to provide 
guidelines for providers to follow in cases in 
which a family/surrogate requests placement of a 
permanent feeding tube in a patient who is in the 
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advanced stages of dementia (FAST 6d-7). The 
FAST dementia rating scale was selected as it has 
prognostic value in the care of the patient with 
dementia.  The scale has been utilized widely for 
identifying patients with Alzheimer’s disease that 
are eligible for hospice enrollment, with the Cen-
ters for Medicare & Medicaid Services having 
selected the FAST scale for local coverage deter-
mination of hospice eligibility. The scale identifies 
the FAST 7 stage as a marker of the terminal stag-
es of Alzheimer’s disease with a prognosis of less 
than six months, with stage six being a marker of 
severe cognitive decline. The following are the 
steps outlined in this policy: 
 
1. Families/surrogates of patients with dementia 
should be educated regarding the lack of meaning-
ful benefit, as well as risks and complications as a 
result of placement of permanent feeding tubes.  
 
2. When a patient with dementia develops difficul-
ty eating, they should be assessed for any possible 
reversible contributing factors. In the inpatient 
setting, their ability to eat should be re-assessed 
once they recover from any acute illness.  
 
3. A palliative medicine or geriatrics consultation 
should be obtained to confirm the determination 
that the patient’s dementia is in advanced stages 
with no potentially reversible contributing factors.  
 
4. If inadequate oral intake is determined to be 
solely due to the progression of dementia, the sur-
rogate/family should be informed that the patient 
is in the late stages of dementia. Comfort care/
hospice should be offered. They should be coun-
seled about the option of hand feeding to provide 
comfort despite risk of aspiration.  
 
5. If the patient is determined to be in FAST stage 
6a-c the family should be educated regarding the 
fact that many professional groups advise against 
placement of feeding tubes in this setting. If they 
still elect to have a feeding tube placed, they 
should be advised that when the patient reaches a 
more advanced stage of dementia, the feeding tube 
could be removed.  
 
6. At FAST stage 6d-7 a feeding tube will not be 
placed.  
 
7. Palliative/comfort care will be offered at all 
times  
 
8. If a patient with advanced dementia presents to 

our institution with an already established feeding 
tube that has been dislodged, as time permits, a 
goals of care (GOC) conversation should be con-
ducted prior to replacing the feeding tube. If the 
family still desires the feeding tube, it may be re-
placed. If no GOC conversation was conducted 
prior to replacing the feeding tube, a subsequent 
GOC conversation should be held with the family/
surrogate regarding the option of discontinuation 
of the feeding tube if there is no demonstrable 
benefit to the patient.  
 
9. If the family/surrogate disagrees with the appli-
cation of this policy, an Ethics consult should be 
requested to mediate conflict per our hospital poli-
cy entitled “Non-Beneficial Treatment Conflict 
Resolution.”  
 
10. If despite following this process the family/
surrogate still wishes to have a feeding tube 
placed, they should be offered the option of seek-
ing the desired treatment at another institution 
which is willing to offer it. 
 
 
F. Data collection 
 
Survey results were collected through a secure 
Google form and were anonymous. 
 
 
G. Data analysis 
 
Survey data was analyzed descriptively to provide 
a broad picture of respondent clinicians’ 
knowledge, attitudes, and practices. We did not 
have a mechanism to track and measure individual 
respondents, so the data could not be analyzed for 
statistical significance. 
 
 
H. Ethics approval 
 
This study was deemed exempt by our institu-
tion’s IRB as it met criteria for a quality improve-
ment (QI) project. 
 
 
Results 
 
1. Pre- and Post- Attitudes and Knowledge Sur-
vey: The pre- and post- knowledge survey indicat-
ed a trend towards increased recognition of the 
lack of benefit and risks of harm with the use of 
feeding tubes/AHN in the setting of advanced de-
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mentia (Graphs 1-5). 
 
GRAPH 1: Question 1: “Which of the following are reasons to place a feeding tube for a patient with 
advanced dementia?”  Respondents could select more than one answer.  
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GRAPH 2: Question 2: Who should decide that a feeding tube should be placed? Respondents could 
select more than one answer.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

0 % 

20 % 

% 40 

60 % 

80 % 

Survey 

Pre 

Post 



 

Journal of Hospital Ethics   206 

GRAPH 3: Question 3: What are the potential complications from a feeding tube? Respondents could 
select more than one answer. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

0 % 

25 % 

% 50 

75 % 

10 % 

Survey 

Pre 

Post 



 

207   Journal of Hospital Ethics  

GRAPH 4: Question 4: How do you feel about having a feeding tube placed if you or a family suffered 
from advanced dementia?  
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GRAPH 5: Question 5: What factors would affect your preference regarding having a feeding tube?  
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2. Follow up post survey questions to assess 
awareness and impact of the policy: 
 
a. Are you aware of the policy? 
 Yes: 26 (65%) 
 No:14 (35%) 
 
b. Have you used this policy to guide decision 
making? 
 Yes: 15 (37%) 57% of those aware of policy 
 No: 24 (63%) 
 
c. Have you found this policy to be helpful? 
 Yes: 20 (50%) 77% of those aware of policy 
 No: 16 (40%.) 
 4 no replies  
 
d. Have any unforeseen problems arisen as a result 
of this policy? 
 Yes: 11 (32%) 42% of those aware of policy 
 No: 23 (68%) 
 
3. Unforeseen problems reported: 
 
a. “Policy overrides decision making by the treat-
ing physician.” 
 
b. “The lack of flexibility of the policy has made it 
difficult to apply especially nuanced clinical situa-
tions.” 
 
c. “The hospitalist team grew defensive and upset 
that I cited the policy feeling it called their judg-
ment into question.”  
 
d. “The policy creates greater conflict between the 
family/surrogate and treating team.” 
e. “The policy does not address artificial hydra-
tion.” (4 respondents) 
 
f. “Families having had different advice from oth-
er providers.” 
 
g. “The policy creates greater conflict between the 
family/surrogate and treating team; The policy 
overrides decision making by the treating physi-
cian.” 
 
h. “Because of lack of understanding of this poli-
cy, we’ve (IR) run into issues with referring 
teams.” 
 
i. “Patient families still want nutrition and ethics 
will override this policy.” 
 

4. Other comments:  
 
a. “I love having a policy in place. Takes the bur-
den off of me to some extent.” 
 
b. “Appears policy needs another round of robust 
debate to ensure buy in from all involved services, 
after which if left in place as policy (and not a 
guideline), it needs exclusively directive language 
with an alternate method to accommodate surro-
gate challenges.” 
 
c. “Policy step “For hospitalized patients, pallia-
tive medicine or geriatrics consultation should be 
obtained to confirm the determination that the pa-
tient’s dementia is in advanced stages” - needs to 
be addressed with consensus commitment from 
those involved.” 
 
d. “I was ignorant that the policy exists, although 
it matches my practice closely. I agree with the 
goals of the policy.”  
 
e. “The proposed feeding tube prohibition in de-
mentia is terrible.” 
 
f. “Language of policy is contradictory and con-
fusing with repeated use of the word “guideline” 
yet also the directives such as “At FAST stage 6d- 
7, a feeding tube WILL NOT be placed” and 
“based on this policy, (Our hospital) DOES NOT 
OFFER feeding tube placement for patients with 
advanced dementia.”  
 
g. “Patients and families will still override this 
policy if they want the tube.” 
 
h. “I didn’t know there was a policy but I know 
the palliative consult practice of saying its contra-
indicated and that’s always been helpful.” 
 
 
Policy Revision 
 
As a result of this survey, we have made revisions 
to our policy, including: 
 
1. Changing the policy from “feeding tubes in the 
setting of advanced dementia” to “artificial nutri-
tion and hydration in the setting of advanced de-
mentia.” 
 
2. Rather than stating that ANH would not be of-
fered, we stated that “At FAST stage 7, our hospi-
tal supports a clinician’s determination that ANH 
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meets our hospital’s definition of non-beneficial 
treatment and therefore need not be offered.” 
 
3. Rather than deliberating conflicts via an ad hoc 
ethics committee meeting, and ultimately leaving 
the decision up to the primary treating physician, 
we implemented an alternative conflict resolution 
process which would be done utilizing an ad hoc 
committee comprised of the primary attending, 
consulting attending who would place the ANH 
access, geriatrics consultant, palliative medicine 
consultant as indicated, and the ethics consultant, 
to deliberate and make the decision regarding 
whether ANH would be offered. 
 
4. Amended the FAST stage when ANH need not 
be offered from stage 6d-7 to FAST stage 7. 
 
 
Conclusions 
 
Given the extensive data in the literature showing 
a lack of benefit and risk of harm, as well as the 
multiple consensus statements stating AHN should 
not be offered, there is a need to move practices 
closer to adopting this as an accepted standard of 
care practice.11-13  We implemented this policy 
based on our consensus that artificial nutrition and 
hydration (ANH) in the setting of advanced de-
mentia meets our hospital’s definition of non-
beneficial treatment and therefore physicians are 
not obligated to offer it. 
 The pre- and post- implementation survey in-
dicated a trend in improved clinician knowledge 
regarding recognition of the lack of benefit and 
risks of harm associated with ANH in the setting 
of advanced dementia. There was no way to assess 
whether the implementation of the policy caused 
this trend or was merely correlated with it. But we 
believe it is reasonable to presume the policy may 
have been a contributing factor. 
 Perhaps most enlightening in this project was 
the identification of the unforeseen problems after 
two years of implementation: 
 
1. Omission of artificial hydration:  We realized 
that artificial hydration had not been addressed, 
which created some problems when families in-
sisted on continuation of hydration despite re-
quests for artificial nutrition being declined.  
 
2. Statement that artificial nutrition would not be 
offered was perceived to override clinician’s deci-
sion making. 
 

3. Increased conflict between teams and with fam-
ilies.  
 
Our policy revision attempted to address the first 
two issues. The issue of increased conflict was 
difficult to assess or correct with a policy revision. 
This might be an interesting topic of future re-
search.  
 While feedback was mixed, overall it seemed 
that physicians felt having the policy in place sup-
ported improved decision making. While we con-
cluded that the policy was of value, this feedback 
informed a revision of the policy to allow some 
latitude in decision making. 
 Although the numbers were small, it is of par-
ticular interest to note that IR faculty had the high-
est rate of positive response regarding whether 
they found the policy helpful (5 out of 6 or 83%). 
One might surmise that such a policy may empow-
er the consulting physicians to be able to decline 
such requests and thus reduce moral distress for 
them. 
 Our intent moving forward is to create a 
mechanism which allows for the consulting ser-
vices (GI and IR) to participate collaboratively in 
decision making. The somewhat more complicated 
decision making between primary treating physi-
cians and consulting physicians asked to perform 
surgical interventions has not been studied or dis-
cussed in depth in the GI, IR, surgical or ethics 
literature, and is an area that is ripe for further eth-
ical study and deliberation. It would be enlighten-
ing to study the effect of this shared decision mak-
ing model on the level of moral distress for the 
providers who are asked to perform the interven-
tions. 
 
 
Limitations 
  
The main limitation of this study was the low re-
sponse rates (19% for the pre-survey, 17% for the 
post-survey). Yet both response rates are within 
the reported range of response rates for email dis-
tributed surveys of 15-25%. Our second limitation 
was the fact that we could not track individual pre- 
and post- responses as the responses were done 
anonymously. We therefore were unable to calcu-
late any statistical data, only descriptive data. In 
addition, this was conducted at a single institution 
which was an urban academic medical center, and 
therefore the generalizability may be limited to the 
extent that the findings could be applied to other 
hospitals. 
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Business Ethics at the Bedside: Tracheostomy Patients, Dialysis  
Policies, and Creative Problem Solving 
Antoinette R. Esce, MD; Ashley Dorneden, MD; Nathan H. Boyd, MD;  
and Jonathan Bolton, MD, MA, MPhil 

 

ABSTRACT: Most clinical ethics cases focus on medical decision-making dilemmas, when it is unclear what the best or right 
course of action is. Providers may consult the literature to better understand their medical, legal, and ethical obligations or to ex-
plore how others have handled similar situations. They may also turn to a clinical ethics consult service to help them work through 
the situation. The case discussed here is relatively simple from a clinical decision-making standpoint; the right thing to do for the 
patient was clear. However, a conflict between the interests of a patient and the managers of businesses that provide outpatient 
healthcare services prevented the patient’s medical team from serving her interests. This conflict represents a complex healthcare 
problem with significant moral hazards and an example of competing organizational, business, and clinical ethics affecting bed-
side care. As the healthcare sector becomes increasingly privatized, conflicts in clinical, business, and organizational ethical 
norms will become more common, pitting individual patients and providers against corporate entities and healthcare conglomer-
ates, where doing the right thing for the patient is not always the primary goal. This case is written from the perspective of two 
consultants who became involved in the case: an otolaryngologist and a clinical ethicist. An analysis of the case from competing 
ethical lenses follows, along with a discussion about possible ways to navigate future conflicts.  
 
 
KEYWORDS: Clinical Ethics; Business Ethics; Organizational Ethics; Conflicts of Interest 

Case Description 
 
The patient is a 46-year old woman with end-stage 
renal disease (ESRD) requiring hemodialysis.  She 
also has tracheal stenosis as a result of a prior intu-
bation which requires a tracheostomy tube to by-
pass the narrowed segment. She was hospitalized 
because she could not receive hemodialysis at any 
regional outpatient hemodialysis center since all of 
these centers have policies that deny access to pa-
tients with an open tracheostomy. As a result of 
these policies, the patient could not receive outpa-
tient hemodialysis, and therefore could not be safe-
ly discharged home. 
 The medical team had no reason to keep her in 
the hospital except to receive hemodialysis, which 
she otherwise could receive on an outpatient basis, 
where she would be at lower risk of nosocomial 
infections and medical errors. The patient’s main 
goal was to return home. It was in this context that 
the primary team consulted otolaryngology in the 
hope that her tracheal stenosis could be resected 
and reconstructed, obviating the need for a trache-
ostomy, and bypassing the dialysis centers’ exclu-
sionary criteria.   
 There were three possible solutions to the pa-
tient’s situation: if the patient no longer required 
hemodialysis; if the patient no longer required a 
tracheostomy; or at least one dialysis center revised 
its policy. Otherwise, the patient would be forced to 
remain in the hospital indefinitely or to regularly 
visit the emergency room for urgent, inpatient dial-
ysis three times a week. 
 The first two options are not realistic. The pa-
tient is not a candidate for a kidney transplant and 

peritoneal or other home dialysis could not be safe-
ly administered given her complex, low-resource 
living situation. Surgically, the patient’s tracheal 
stenosis had failed conservative management with 
dilation in the operating room. This left open resec-
tion with reconstruction of the airway as the only 
option to relieve her tracheostomy dependence. The 
patient has multiple medical comorbidities in addi-
tion to her ESRD, including severe obstructive 
sleep apnea, worsening morbid obesity, and type 2 
diabetes, all of which greatly increase the risk of 
fatal anastomotic failure following tracheal resec-
tion and reanastomosis. The consulting otolaryn-
gology team felt that this surgical procedure was 
unacceptably risky and potentially counter-
therapeutic. 
 The final possible solution was that at least one 
hemodialysis center revises its policy or allows this 
patient access as a special exception. At this point, 
the involved medical teams had been experiencing 
considerable moral distress and clinical ethics had 
been consulted to help navigate the situation. The 
dialysis centers expressed concern about caring for 
patients with tracheostomies due to the purported 
increased transmission of respiratory illnesses and 
the potential difficulty providing successful resus-
citation in the event of cardiopulmonary arrest or 
dislodgment of the tracheostomy tube. Several cre-
ative solutions that would allow this patient to re-
ceive outpatient dialysis with a tracheostomy tube 
were suggested and thwarted including adopting 
standard respiratory and droplet precautions as with 
any other patient. In many cases, the presence of a 
tracheostomy eases resuscitation efforts for 
healthcare providers, so long as suction is availa-
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ble. No dialysis center, long-term care facility, or 
skilled nursing facility in the state would accept 
the patient with her “open tracheostomy.” The 
inpatient dialysis center was not legally allowed to 
provide outpatient dialysis services, even in spe-
cial circumstances, due to regulations around bill-
ing through the Centers for Medicare & Medicaid 
Services (CMS). 
 Once these potential solutions were exhausted, 
the patient eventually left the hospital without a 
safe outpatient discharge plan. She now receives 
dialysis through the emergency department and 
follows with otolaryngology as an outpatient for 
routine tracheostomy care.  
 
 
Analysis From a Clinical Ethics Lens 
 
While the primary conflict in this case is a socio-
political one between a patient’s medical needs 
and regional dialysis center policies, this external 
conflict placed additional, artificial pressure on 
what would otherwise have been routine surgical 
decision-making. The right thing, from a clinical 
perspective, was clear. Although the dialysis cen-
ters claimed they couldn’t safely provide dialysis 
for the patient, the alternative was hardly better or 
safer. The patient herself described considerable 
distress about her inability to be discharged from 
the hospital and her separation from her family. 
She was in a state of limbo. Clinicians were forced 
to consider and discuss interventions and medical 
treatments that would not otherwise be part of the 
standard of care. 
 Similarly, in an outpatient setting, this patient 
would never have been offered a tracheal resection 
and reconstruction because it does not advance her 
goals. Even if the patient had different hopes for 
her care, the procedure would not have been of-
fered given the devastating potential wound heal-
ing complications heightened by her various medi-
cal comorbidities.1,2  Ordinarily, the team would 
not include it in the list of treatment options be-
cause of the high risk and low chance for potential 
benefit, but in this case they felt pressure to inform 
the patient of the option, given the difficulties sur-
rounding the discharge situation. 
 The option for tracheal resection and recon-
struction is entirely elective since the patient’s 
tracheostomy is a safe and definitive treatment for 
her severe tracheal stenosis and obstructive sleep 
apnea. Surgical norms dictate that an elective pro-
cedure should not exceed a certain theoretical lev-
el of risk.  Should an invasive and potentially life-
threatening surgery be considered an ethical or 

reasonable solution to discriminatory dialysis poli-
cies? One of the surgeon’s jobs in shared decision-
making is to limit the list to those that reasonably 
advance the patient’s goals of care. A surgeon 
should be wary of situations that may coerce them 
into offering a procedure that they believe to be 
harmful or unsafe, regardless of their technical 
ability to perform it. 
 On the other hand, shielding the patient from 
this potential treatment option because of policies 
and politics outside of her control could be seen as 
paternalistic. If the patient had been seen in the 
outpatient clinic and inquired about tracheal resec-
tion and reconstruction, the team would have re-
viewed the overwhelming risks and explained why 
the procedure wasn’t being offered. Just because 
the potential benefits are atypical (discharge home 
from the hospital), does not absolve the surgical 
team of their responsibility to facilitate shared de-
cision making and completely disclose all surgical 
options if the patient or other team members ask 
about them.3 Explaining why the high-risk trache-
al resection is not an option respects the patient’s 
autonomy and hope for beneficence, while inform-
ing her of the potential to do harm.  
 Both the consulting otolaryngology and pri-
mary medical teams felt the centers’ policies were 
not based on sound clinical reasoning. Since valid 
concerns about patient safety could have been al-
leviated, it was presumed to be a managerial deci-
sion that served the business interests of the cen-
ters.  One explanation that was communicated was 
that if patients with open tracheostomies were 
treated, the centers would prefer to have licensed 
respiratory therapists on site in case the patient 
developed a mucus plug. This would expose the 
center to additional labor costs and legal risks. 
However, most patients with stable, chronic tra-
cheostomies that are not on mechanical ventilation 
are able to independently manage their tracheosto-
my care in the outpatient setting without assis-
tance. Simple suctioning of a tracheostomy is also 
a skill performed by many inpatient and outpatient 
nurses. Patients with tracheostomies and their 
family members care for the tubes and complica-
tions on their own at home with minimal inpatient 
education. This patient did not require a higher 
level of care at outpatient dialysis for objective 
medical reasons.   
 
 
Analysis From a Business Ethics Lens 
 
It is unlikely that the outpatient care facilities in 
this case specifically intended to discriminate 
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against or otherwise harm the patient in question. 
Many non-profit dialysis centers set aside profits 
in the pursuit of patient care and have been report-
ed to have better patient outcomes than for-profit 
dialysis centers.4 That being said, nonprofit corpo-
rations do not avoid profit, they are merely obli-
gated to reinvest their assets in pursuit of their 
mission. They are often influenced by the same 
financial incentives as for-profit companies, even 
if to a lesser extent. They also make up less than 
10% of the dialysis market.4 Both for-profit and 
non-profit dialysis centers declined to care for this 
patient.  
 Risk averse institutions need to protect them-
selves from liability. They also have an obligation 
to protect their staff and other patients from harm, 
which is likely where these policies came from 
and why they persisted. In order to protect these 
interests, the dialysis centers felt that a licensed 
respiratory therapist was required, which would 
not be covered through CMS since the patient did 
not have need for a comprehensive respiratory 
therapy program. A wide variety of allied health 
professionals can learn how to suction a tracheost-
omy when needed; the patient could have demon-
strated it herself. The inner cannula on tracheosto-
my tubes is also a simple safety feature that can be 
removed by anyone to alleviate obstruction from a 
mucous plug. While part of this problem may be a 
lack of tracheostomy education for clinicians, or 
CMS billing regulations, the inability of the dialy-
sis centers to engage in creative problem-solving 
warrants discussion. 
 Many clinical care policies at siloed medical 
facilities, such as outpatient dialysis centers, fail to 
account for negative externalities, or costs borne 
by others besides the decision-maker. From the 
perspective of the dialysis center policy maker, the 
decision to exclude patients with tracheostomies 
reduces their liability and protects their employees 
and patients, even from small, theoretical risk. 
They may lose some potential revenue, since pa-
tients with tracheostomies will not use their ser-
vices, but this may be a net neutral effect, or even 
financially advantageous, if the business felt the 
need to hire additional staff to care for the patients 
with tracheostomies. However, the cost to patients 
with tracheostomies is quite high, as they now 
have fewer places (or in some cases, no places) to 
safely obtain healthcare. 
 One may point out that, given a competitive 
market, another center may arise to capture this 
lost revenue and specialize in providing dialysis 
care to patients with tracheostomies. However, 
this alternative is incredibly unlikely given the 

monopsony structure of reimbursement for dialy-
sis care in the United States and the opposing 
growing oligopoly of dialysis providers.5-7 Several 
models for reimbursement have been discussed 
and tried, and many of them, including capitation 
models, fee-for-service models, and the hybrid 
current system, make caring for sick or complicat-
ed patients less profitable and less appealing.8,9  
 This small, consolidated market does not al-
low for new models of care and the resulting in-
centives do not encourage provision of care to 
small groups of the most vulnerable patients. De-
cision makers in the business setting are not neces-
sarily ethically beholden to their stakeholders or 
customers and often have a paramount legal obli-
gation to their shareholders or their profit mar-
gin.10 Over 90% of outpatient dialysis centers in 
the country are operated within this for-profit 
framework.4  While some of these corporations do 
take care of complex patients, they only do so 
when it is economically favorable. While one 
could counter that CMS could or should properly 
incentivize the care of uniquely vulnerable pa-
tients, others would argue that CMS billing regula-
tions should be grounded in both clinical and eco-
nomic realities. Why should CMS reimburse for a 
licensed respiratory therapist if they are not clini-
cally necessary? Does the dialysis corporation 
have the power to decide what is clinically indicat-
ed? What is clinically indicated and what is finan-
cially indicated for liability reasons? The business 
ethical framework can feel at odds with a clinical 
one; the for-profit dialysis center manager has a 
duty to first protect the interests of the corpora-
tion, and only secondarily to the patient or their 
treatment. Clinical and business ethics may seem 
antithetical some of the time. 
 However, real-world decision-making is not 
so clear cut, even in the business setting. Some 
posit that actual decision makers often rationalize 
their intuitive choices afterwards as opposed to 
consciously reasoning through the dilemma.11 This 
intuition often relies on principles of business eth-
ics, such as integrity, honesty, or fairness, as op-
posed to frameworks or theories. Others still de-
bate stakeholder and shareholder ethics.10 And 
lastly, there are often non-profit medical entities 
whose decision-making likely resonates more with 
clinical ethics than business ethics. In this space, 
there may be room to work with business leaders 
on new solutions to problems that prevent the safe 
and effective delivery of healthcare to patients, 
which is ostensibly the main societal goal for the 
healthcare sector.  
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Analysis from an Organizational Ethics Lens 
 
One avenue for consensus building and problem-
solving are large provider organizations. In the 
case at hand, that entity is represented by a hospi-
tal, but could alternatively be a large physician 
practice or healthcare center in a different context. 
The institution of the hospital was not directly in-
volved in the clinical or managerial decision-
making for our dialysis dependent patient with a 
tracheostomy, but suffered many consequences of 
the impasse. 
 The patient’s length of stay far exceeded that 
which was necessary to stabilize and treat her 
medical problems. Every extra day she was in the 
hospital represented a direct financial loss for the 
hospital, an opportunity cost of additional lost in-
come from treating a different patient, and contrib-
uted to the systemic overcrowding at the institu-
tion, negatively affecting patient and provider sat-
isfaction. When no solution could be reached, the 
patient left the hospital and now returns regularly 
to the emergency department for urgent dialysis 
care on an ad hoc basis, an inefficient use of sys-
tem and hospital resources. 
 This is another example of a negative exter-
nality. The decision of the third-party dialysis cen-
ter to eschew treatment of this patient made it im-
possible for the hospital to safely discharge her. 
Facility licensing made it impossible to provide 
outpatient dialysis at an inpatient dialysis center. 
While outpatient dialysis centers are closely regu-
lated by CMS, inpatient dialysis is regulated at the 
institutional level through The Joint Commission 
or state health departments.12  This policy was not 
institutional but rather a state regulation.  
 Circumventing this policy or negotiating an 
exception at the government level would require 
creative problem-solving by the hospital institu-
tion. As a more radical example of creative prob-
lem-solving, the hospital may have saved money 
in the long run by providing funding to improve 
the patient’s socioeconomic reality and facilitate 
home dialysis instead of expensive emergency 
room care. Current health system financing does 
not incentivize holistic thinking about a patient’s 
health or the system’s cost. 
 Negotiations with dialysis centers could be 
positively impacted by the active engagement of 
the hospital. However, despite often outsized roles 
in their regional areas, hospital systems are often 
still dwarfed by most dialysis providers, which 
operate at a national level.6,7 It was felt that outpa-
tient dialysis centers were too large to revise their 
policies on the basis of the political pressure exert-

ed by a single hospital.   
 The ethical obligations of the hospital in this 
case exists at the nexus between the previously 
discussed business and clinical ethics. A hospital 
has a primary responsibility and duty to provide 
safe and effective care to patients, and their main 
liability often exists in this area of clinical prac-
tice. However, care institutions also operate as 
business or corporate entities in the healthcare 
sphere and have competing interests on the fiscal 
side that may affect how care is delivered.  
 In this case, while there appears to be a prima-
ry ethical obligation to the patient and her care, the 
hospital must practically weigh the institutional 
resource utilization of each option. The chosen 
option was to allow existing care management 
infrastructure to work on the problem despite there 
being no clinical solution. This played out with  
costs to the hospital, health system, and patient as 
described above. The alternatives - actively nego-
tiating with the corporate outpatient dialysis oli-
gopoly, lobbying the state government for a li-
cense exception, or directly funding social support 
for this uniquely vulnerable patient - are all time 
and resource intensive, which disincentivizes this 
more active, creative approach. The fiduciary duty 
to the institution could outweigh any perceived 
ethical obligation to go above and beyond to help 
this single patient, especially when the likelihood 
of success was low.    
 
 
Discussion 
 
This case was presented to the involved clinicians 
as an ethical conflict. But the dilemma was not 
ultimately clinical in nature. Instead, a conflict 
between clinical and business ethics presented 
itself as an institutional problem that could seem-
ingly only be handled at the bedside. Our institu-
tion has encountered several cases exactly like the 
one described here: a patient with ESRD and tra-
cheostomy dependence that cannot be safely dis-
charged from the hospital. However, this specific 
kind of case is not the only example of patients 
and providers trapped by a conflict in clinical, 
business, and organizational ethics. It is just a se-
vere one. These situations, where a small group of 
uniquely vulnerable patients is affected, are espe-
cially difficult to ameliorate.  
 Unfortunately, these conflicts will become 
increasingly prevalent as America’s healthcare 
system continues to grow into an ever more bal-
kanized conglomerate of for-profit companies pri-
marily focused on reducing costs, standardizing 
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procedures, and maximizing profits. In our exist-
ing highly litigious sociopolitical context, these 
healthcare corporations will do whatever neces-
sary to protect their bottom line. As previously 
discussed, the dialysis market in particular grows 
more and more concentrated, with two large for-
profit dialysis corporations responsible for over 
two-thirds of the dialysis population.6 These con-
solidations often occur beneath the existing anti-
trust regulatory framework, given their character 
and size.7 Large dialysis centers establish the 
“standard of care” for the entire industry, with 
smaller dialysis providers following the protocols 
and policies of the major centers. Similarly, hospi-
tals continue to consolidate across geographic are-
as with little evidence of reduced prices; in fact, 
some empirical evidence suggests that cross-
market mergers increase prices.13 In these increas-
ingly uncompetitive environments, counter-
therapeutic policies like the one in this case will 
become easier to maintain, and the balance be-
tween clinical and business ethics will likely tilt 
toward the latter. The plight of individual patients 
and providers will become an even smaller rela-
tive consideration as healthcare institutions bal-
ance their organizational ethical and corporate 
fiduciary obligations. 
 When the care of patients is intensely frag-
mented and no incentives exist for separate institu-
tions to coordinate and reduce overall risk and 
cost, the task of making fair, safe, and ethical 
medical decisions falls to the individual patient 
and their individual provider. In these situations, 
providers should present the full situation to the 
patient and involve them in problem solving when 
possible, all while being honest about the true 
ability to effect change from the bedside.  
 Meanwhile, there are opportunities for im-
provements away from the patient’s bedside. The 
clinical ethics consult team, tasked with helping 
providers work through ethical issues, were con-
sulted in this case because it was unclear who else 
there was to call. Who should be called when the 
conflict is beyond the scope of just clinical ethics? 
Perhaps an organizational ethics consult team 
could be created with both clinical and organiza-
tional ethics representation, with a quality and re-
source utilization lens, and access to legal or advo-
cacy resources when necessary. 
 Many potential solutions to these types of 
problems require a concerted and creative problem
-solving effort by institutions. Most hospital quali-
ty improvement systems are designed to improve 
specific metrics, often set by outside regulatory 
and accrediting agencies. There is no metric spe-

cifically tracking length of stay or discharge pat-
terns for patients with ESRD and tracheostomy 
dependence. Each case became a clinical problem 
for bedside providers to solve, despite the utter 
lack of solutions. There is some evidence that rig-
id authority structures, like the bureaucratic organ-
izational hierarchies in hospital care management 
and administration, stifle creative problem-
solving.14 Creativity can be structurally encour-
aged at both the problem identification and solu-
tion development phases of problem-solving and 
usually involves a holistic view of the situation.15 
 Large corporate businesses, like consolidated 
dialysis providers, tend to have similar structural 
issues when it comes to creative problem solving 
on the ground. However, the main barrier to prob-
lem-solving in this area are misaligned incentives. 
There is a strong social pressure to efficiently use 
resources across the healthcare system, but nega-
tive externalities cloud the incentive for individual 
actors to save the health system money. Tradition-
al solutions to externality problems involve either 
regulations or restructured incentives through tax-
es or fines. However, given the complexity of the 
principal-agent problems in the healthcare market, 
a simple new law or tax is a challenging solu-
tion.16 There are policy or community-based solu-
tions to these problems that could be discovered 
with buy-in from all stakeholders including pa-
tients, providers, major healthcare institutions, and 
regulators, possibly on an ad hoc basis.  A mecha-
nism to track previously unknown problems and 
conflicts would be a start to understanding the 
scope of these issues. In this case, lessons can be 
learned from pediatric dialysis, where payers have 
identified children with ESRD as a group that re-
quires special attention as they are not well suited 
for care within the general dialysis setting. As 
such, there are financial and regulatory accommo-
dations that allow for a more tailored approach to 
their care.  
 It may be reasonable to consider that a special 
niche be carved out in for-profit business ethics 
for those engaged in the provision of healthcare. 
While there will always be financial realities, 
providing corporate healthcare leadership with 
principles and frameworks that reflect their obliga-
tions to both business and clinical ethics could 
help solve these conflicts more justly and effec-
tively.  
 Lastly, providers who continue to deliver 
complex healthcare in a complex market economy 
will invariably continue to suffer moral injury 
when organizational ethical conflicts arise. They 
will also be forced to confront potential conflicts 
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between their professional duty as physicians and 
their organizational obligations as employees.17 

Including these topics in graduate medical educa-
tion can encourage physician advocacy and pro-
mote resilience.18 
 
 
Conclusion 
 
Consolidation in the healthcare sector creates in-
creasing conflict between clinical and business 
ethics. An organizational ethics lens can help ex-
plain why these conflicts often present at the bed-
side, with individual providers often tasked with 
solving them. Greater attention at the practice, 
policy, and regulatory level is necessary to create 
a healthcare system capable of solving these con-
flicts and providing safe, quality care for the entire 
population, even small vulnerable groups with 
unique needs.  
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Examining the Clinical Ethicist’s Role as Educator 
Joseph Raho, PhD; Federico Nicoli, PhD; and Paul J. Cummins, PhD 

 

ABSTRACT: Providing education is a common justification for the professional value of clinical ethicists (CEs). We argue for a 
cautious approach in claiming educational benefits from CEs’ activities. CEs’ contributions to consultation, policy development, 
and research are recognized, but their role as educators is less well-defined. We describe various modes - formal, semi-formal, and 
informal - of education CEs may provide to healthcare institutions. Formal education in a defined curriculum primarily takes place 
in academic medical centers. This is the most structured and measurable form of education CEs may provide because standardized 
assessments for this form of instruction exist. Semi-formal education, usually taking the form of ad hoc lectures and debriefings, 
may occur at any healthcare institution but not within a set curriculum. Semi-formal education is flexible but there are not estab-
lished robust mechanisms for assessing its educational impact. Finally, CEs provide informal education implicitly and spontane-
ously during their clinical ethics consultations. While this is secondary to the clinical ethics consultations, adult learning theory 
suggests that the informal education occurring in them has a great potential. In the absence of systematic evaluations of impact, 
however, claims of educational benefit will be unsubstantiated. We also observe that CEs and their institutions must judiciously 
balance CEs’ educational responsibilities with their primary consulting role to ensure they function effectively as clinical ethics 
consultants. We conclude that the field should include pedagogical development in clinical ethics training and develop assessment 
tools for semi-formal and informal ethics education to buttress claims that CEs provide educational benefit. 
 
 
KEYWORDS: Clinical Ethics Education, Clinical Ethics Training, Institutional Training, Pedagogy 
 

Introduction 
 
This article considers education as one of the roles 
of the clinical ethicist (CE). CEs generally serve 
four primary roles: clinical consultation, policy de-
velopment and review, research, and education. 
Broad agreement exists that CEs ought to provide 
education in healthcare settings.1,2 Indeed, several 
recent advertisements on Bioethics.net for CE posi-
tions include education as prominent job responsi-
bilities. Education is cited as one of the beneficial 
dimensions of establishing ethics consultation ser-
vices. Whereas the consultative and policy roles of 
CEs are well-defined, less so is that of educator; 
our non-systematic search found nine resources that 
reflect on the potential of CEs to be educators.3–11 

However, it is not always clear what specific form 
or scope these educational efforts should take for 
the CE.  
 This essay uses the term “education” to refer to 
instructional activities that are intended to lead to 
knowledge acquisition and not merely an experi-
ence that enlightens. A person is clearly engaged in 
education when they teach a class as part of a set 
curriculum. Many CEs employed in academic med-
ical centers are expected to do this as part of their 
employment contracts. Hiring CEs with this expec-
tation will definitely carry educational benefit. Not 
all CEs work in academic medical centers, howev-
er, so many will not engage in this kind of educa-
tional activity. Moreover, for CEs expected to teach 
a class, their educational impact is limited to those 
who enroll in their class. Still, the literature sug-
gests that a benefit of having a CE is education. 
This essay reflects on how CEs may engage in edu-

cation outside of set curricula and considers the 
strength of this benefit. It argues that while some 
CEs’ activities clearly deliver educational benefits, 
for others it is ambiguous that they do. For this rea-
son, CEs should temper claims about the education-
al benefit of their work that does not comprise di-
rect instruction. 
 To make the case that CEs should be circum-
spect in claiming educational benefit, this essay 
will distinguish three modes of education and de-
scribe three institutional levels at which CEs may 
make educational contributions. At some of these 
modes and levels, it is possible to establish that 
CEs deliver valuable education benefits. However, 
for other modes and levels, where much of the 
CE’s work occurs, there are few ways to conclu-
sively demonstrate that there are educational bene-
fits. 
 
 
Educational Contexts and the CE 
 
Education literature distinguishes among three 
modes of education: formal, non-formal, and infor-
mal.3,12 Despite Eshach’s, Eaton’s, and others’ use 
of the term “non-formal,” we find that its use may 
create semantic confusion, so we adopt the term 
“semi-formal” to mark the mode of education inter-
mediate between those that are formal and infor-
mal. The activities in school settings that are sub-
ject to accreditation standards comprise formal edu-
cation. Semi-formal education is structured, too, 
but it does not occur within a school system; some 
examples include conference presentations, semi-
nars, and continuing development.12 Informal edu-
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cation by contrast is not structured and is com-
prised of the learning that occurs in daily experi-
ence. Formal and semi-formal educational activi-
ties are alike because their educational aim is 
overt, whereas with informal education, it is not. 
On the other hand, semi-formal and informal edu-
cation share the similarity that they do not empha-
size assessment of the educator’s performance or 
the learners’ assimilation of the educational con-
tent. 
 The employment contracts of some CEs, typi-
cally those working in academic medical centers, 
will dictate the education activities they are ex-
pected to engage in: teach a class; provide didactic 
lectures in medical or nursing curricula; lead 
grand rounds. And yet, CEs working in either aca-
demic or non-academic settings are often met with 
more casual expectations for education in their 
clinical practice; debriefing cases with residents, 
lecturing ad hoc, and responding to impromptu 
ethical questions. Education is also presumed to 
occur when clinical ethicists act qua consultant: 
consulting on specific patient cases; participating 
in team and family meetings; communicating ver-
bal and written ethics recommendations to clinical 
teams; joining retrospective case reviews; and 
contributing to ethics committee meetings. These 
activities comprise all of the modes of education 
described in the previous paragraph. When CEs 
teach classes within accredited degree curricula, 
they are engaged in formal education.  
 The activities in which education is less offi-
cially prescribed for CEs are either semi-formal or 
informal. Ad hoc lectures and planned debriefs are 
semi-formal modes of education because they may 
exhibit structure and planning without being part 
of a longitudinal class or curriculum. The mode of 
education that occurs when a CE acts qua consult-
ant is informal; these are events that occur sponta-
neously within the normal practice of healthcare 
(See Table 1 on the following page for a break-
down of educational activities by CE role.) 
 In addition to these modes of education, CEs 
may engage in educational activity that has an im-
pact at different levels, i.e., the macro-, meso-, and 
micro-levels. Research and scholarship on clinical 
ethics could be considered an educational activity 
because it is intended to generate new, generaliza-
ble knowledge. It is a macro-level activity because 
it aims at a broad influence; its goal is to expand 
the professions’ knowledge and/or alter its prac-
tice. However, this educational activity does not  
directly align with the modes of education already 
described. Educational activities that occur in poli-
cy making have institution-wide influence and are 

also examples of macro-level activity. For exam-
ple, CEs may serve on curriculum or training com-
mittees for their institutions, helping to set expec-
tations for ethics training or the conduct of all stu-
dents or employees. These activities are not part of 
the formal mode of educational activities either, 
though they contribute the structure necessary for 
it. If a CE gives a lecture as part of the onboarding 
process, this would be an example of an educa-
tional activity that is both formal and macro-level. 
 At the meso-level, the educational activities 
CEs perform involves interacting with and influ-
encing subsets of their institutions’ members. 
Sometimes CEs will accomplish this by teaching 
classes that are part of a curriculum and are there-
fore considered formal education. When CEs are 
invited to debrief cases with residents and their 
attendings, or give lectures to a department, they 
engage in semi-formal, meso-level education. 
These activities may be included in the description 
of the CEs’ responsibilities, but their frequency is 
not typically codified. Instead, these are scheduled 
on a casual basis as CEs balance these activities 
against other expectations like fielding consults 
and teaching classes. Finally, at the meso-level, 
CEs engage in educational activity if they explain 
clinical ethics concepts as relevant in departmental 
meetings. This is informal education, and it is pos-
sible that even the CE fails to notice when this 
kind of education takes place. 
 Finally, the actual work of clinical ethics con-
sultation comprises the educational activity that 
occurs at the micro-level. Many models exist for 
conducting a clinical ethics consultation, but com-
mon features include solicitation of relevant clini-
cal information and patient preferences, identifica-
tion of relevant values, norms, and laws, and an 
explanation of their application to the case, formu-
lation of an ethics question or problem, a recom-
mendation with discussion of the reasoning in sup-
port of it, and a note of the process included in the 
patient’s medical record. At minimum, the written 
record will be instructive to those who read it 
closely, but it is likely that in the course of inter-
acting with relevant stakeholders, the CE will pro-
vide explanations of the process that are instruc-
tive, too. In these activities, their educational po-
tential remains covert in order to respect the sensi-
tivity of the situation. This is informal education, 
and it is micro-level due to its specificity to the 
case on which the CE was consulted. 
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TABLE 1  Educational Need Type  Example 

  

  

  

  

In CE’s consulting role 

Analyze and resolve an 

ethics dilemma in a 

clinical case 

Informal Performing an ethics consultation 

upon request of physician 

Explain the rights and 

responsibilities of 

stakeholders 

Informal During interdisciplinary team or goals 

of care meeting 

Clarify recommenda-

tion 

Informal 

Semi-formal 

Discussion with consultor  

Additional ethics note in chart with 

explanation 

Clarify hospital policy Informal Explain the due-process steps in the 

non-beneficial treatment policy 

Retrospective/

prospective case re-

view 

Informal/semi-

formal 

(depending on 

the approach) 

During meeting, identify and provide 

ethical strategies for addressing future 

cases 

  

 

 

In CE’s policy role 

  

  

  

Review current hospi-

tal ethics policies and 

suggest revisions if 

needed 

Informal 

Semi-formal 

Semi-formal 

Participate in discussion of policy 

Presentation to Ethics Committee 

Write a report to Ethics Committee, 

summarizing ethical justifications for 

adopting/rejecting certain proposals 

Analyze the ethical 

“state of the art” of a 

new, controversial 

medical practice 

Semi-formal Perform literature review, circulate 

academic articles, and lead discussion 

in Ethics Committee regarding wheth-

er to allow organ retrieval using nor-

mothermic regional perfusion 

 

 

 

 

 

In CE’s educational role 

Offer a course Formal Clinical ethics course for first-year 

medical students 

Offer a mini-course to 

complement didactic 

offerings 

Formal Case-based ethics discussion for Resi-

dent Physicians in Pediatrics 

Offer a guest lecture to 

complement didactic 

offerings 

Formal/Semi-

formal 

Case-based presentation to Master’s-

entry Nursing students 

Offer educational of-

fering to new staff of a 

Department 

Formal Mandatory ethics presentation for 

new hires in Nursing 

Offer educational of-

ferings to all staff 

members of the hospi-

tal 

Semi-formal/

Informal 

Monthly ethics journal club 

Mentoring trainees Informal During clinical ethics fellowship 

Educate new ethics 

committee members 

Semi-formal Orientation course with readings 
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Clinical Ethicists and Education 
 
Formal Education 
 
Formal education is the type of education that CEs 
can most readily point to in order to show the edu-
cational value they bring to their institutions. First, 
formal educational activities are, as noted, usually 
contractually specified. A CE’s contract that in-
cludes teaching should establish the amount of 
time the CE’s teaching activities comprises their 
effort. When CE’s schedule courses that fill and 
run, this is one way in which they can show their 
value to the institution. This is one metric of many 
for establishing that CEs have provided value 
through their educational activities. Although en-
rollments are a necessary economic measure to 
help academic institutions apportion their re-
sources, this does not reflect the ideal of educa-
tional value.  
 The paramount goal of formal education is to 
inculcate knowledge and skills in learners. CEs 
generate this value in formal education through 
their course instruction. Within the structure of 
formal education, there are several ways to evalu-
ate whether the instruction has been valuable. 
First, this type of instruction includes assessments 
of students to determine if they have achieved the 
course goals. Assessments that show students have 
learned what the course intended them to learn 
indicate that the CE’s instruction has provided 
value. Evaluations of the CE’s performance as 
instructor are another way to establish the CE’s 
educational value. Student evaluations can provide 
objective reports on some of the ways the CE per-
formed as an instructor: provision of a syllabus; 
following the syllabus; explaining the standards of 
the course; providing timely and relevant feed-
back; instructor availability; etc. In addition to 
student evaluations, peer teaching reviews can 
assess the CE’s value as an instructor. Peer re-
views provide high level evaluation of the CE’s 
teaching in domains like content and pedagogy. 
Peer reviews that are positive are strong evidence 
of the CE’s value to formal education. 
 Another factor that fosters educational value 
from CEs’ instruction is that it is part of an orga-
nized curriculum. Institutions with structured cur-
ricula often establish pedagogical standards for 
their course offerings and support their faculty 
with pedagogical development resources to meet 
them. CEs who engage in formal education should 
aim to satisfy these expectations; this will help to 
ensure quality education offerings from them.  
 When CEs are instructor of record for a 

course, they need time for course design and revi-
sion, preparation, grading, and meeting with stu-
dents. CEs should be careful to set reasonable 
teaching expectations to ensure that their consult-
ing and teaching activities are not compromised. 
During the term of their courses, CEs and employ-
ers may find it prudent to provide protected time 
for teaching when CEs are not expected to provide 
consultations. This can help to ensure that CEs 
deliver the educational value expected and con-
sults are not subject to distraction. 
 The structure of formal education lends itself 
to creating the conditions in which CEs are able to 
provide value through instruction. However, 
demonstrating their value through instruction in 
formal education settings is limited to those CEs 
whose place of employment is in an academic 
medical center attached to a medical school or 
university. There are reasons to doubt that the con-
ditions of semi-formal and informal education are 
conducive to demonstrating that CEs deliver edu-
cational value to the same degree. 
 
 
Semi-Formal Education 
 
Semi-formal education is comprised of “semi-
structured” learning experiences that are not part 
of a planned curriculum. Some examples of this 
are organizing seminars or journal clubs, debriefs 
with residents or house staff, irregular requests for 
lectures from departments, or continuing develop-
ment sessions for staff or members of ethics com-
mittees. CEs are likely to include these as educa-
tional activities in annual performance reviews 
because participant learning is an overt goal for 
these events. However, objectively establishing 
the educational benefit of these kinds of activities 
is ambiguous because it would rely on attendee 
evaluations which are unlikely to be collected at 
the time. 
 Several features of CEs’ semi-formal educa-
tional work suggest that they have educational 
value to the learners, and, by implication, their 
institutions. For example, continuing development 
sessions usually include specific learning objec-
tives, and the same is true of lectures. When CEs 
design their presentations or lectures to fulfill 
these learning objectives, they are observing a 
pedagogical principle known as “backward de-
sign.”13 As noted, CEs engaged in formal educa-
tion are likely to be familiar with good pedagogy 
like this and use it. Whether or not CEs who do 
not have any responsibilities in formal education 
are familiar with it is uncertain. So, if sound peda-
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gogy guides the development of semi-formal 
learning sessions, CEs are more likely to deliver 
high educational value. It is probable that this ap-
proach is consistent across CEs. 
 Other considerations from pedagogical theory 
suggest that the semi-formal education CEs pro-
vide is valuable. Malcolm Knowles theorized that 
adult learners exhibit certain traits that instructors 
should account for in their instruction to be effec-
tive. Knowles argues that adult learners are 
primed for education by a need to know, self-
direction, experience, readiness, orientation, and 
motivation.14 His central ideas are that (1) adults 
learn best when they understand why they should 
learn something and assume responsibility for pur-
suing education and (2) that instruction draws on 
their personal experience for examples and is ap-
plicable to tasks they must perform and problems 
they must solve. Semi-formal education activities 
that CEs perform exhibit this dynamic. 
 When CEs debrief with teams, provide ad hoc 
lectures to specialty departments or Grand 
Rounds, organize seminars or journal clubs, or 
present for continuing development sessions, their 
audience is likely to be receptive to learning in 
these formats because they are adults. Attendance 
at ad hoc lectures, grand rounds, or continuing 
development is often optional, so the learners who 
attend them are likely to be self-directed and inter-
nally motivated to learn about the particular topic 
presented by the CE. These learners also probably 
possess the need to know, readiness, and orienta-
tion characteristics because their choice to attend 
one of these sessions suggests that they appreciate 
that the topic is important to understand and/or 
they recognize that the topic is relevant to a prob-
lem they have faced or will face in their practice. 
In other mandatory activities, like debriefing with 
the house staff, the learners may not have the 
characteristics of self-direction or motivations, but 
other factors should make them receptive to edu-
cation from the CE. First, any ethical issues that 
the CE discusses during these rounds will arise 
from the participants’ clinical cases. Discussing 
ethics through their cases means that the educa-
tional activities are rooted in experience, which 
enhances adult learning. Often, teams invite CEs 
to debrief with them because they had a challeng-
ing case that created an ethics dilemma or ethics 
question for them. In those instances, the members 
of the team will need to learn how to resolve the 
dilemma or answer the question. They will pos-
sess readiness or orientation to learn because they 
are learning in order to apply a needed skill to a 
genuine challenge. This will be true of both junior 

and senior team members since healthcare prac-
tice, ethical understanding, and laws are always 
evolving. 
 Although CEs may or may not extend certain 
pedagogical best practices from formal education 
to semi-formal education activities, their learners 
may exhibit features conducive to adult learning, 
and activities themselves may align with ideals of 
adult learning theory, there are still considerations 
that prevent unequivocal endorsement of CEs’ 
efforts as educationally valuable. In both formal 
and semi-formal education, a well-intentioned in-
structor can strive to apply best pedagogical prac-
tice or optimize the conditions for learning, but 
still teach poorly. In formal education, there are 
multiple means of assessing an instructor’s perfor-
mance: student grades, peer reviews, student eval-
uations. In semi-formal education, the same op-
tions for evaluation are often impractical. It is rare 
to assess if participants in a journal club or the 
audience at ground rounds, continuing develop-
ment, or lectures have assimilated the information 
or skills the CEs intended to impart. Without those 
assessments, judgments of whether the CEs have 
reached their educational goals are subjective, and 
potentially unreliable. Unless a CE has CE col-
leagues who attend these presentations, the poten-
tial of peer review to judge the educational value 
of the activity is lost. And, even if CEs have col-
leagues, these colleagues may have conflicting 
commitments that prevent them from observing 
these activities. Assessment in semi-formal educa-
tion is possible, but it cannot attain the same level 
of rigor and comprehensiveness as in formal edu-
cation. 
 Some people may suggest that the evaluations 
that audiences complete at the end of grand rounds 
or continuing development sessions are a potential 
way to assess the educational value CEs provide. 
An analogy between student evaluations and audi-
ence evaluations supports the potential worth of 
these evaluations for establishing the value of a 
CE’s semi-formal educational efforts. Despite the 
analogy, these evaluations are of questionable use. 
The analogy is weaker than it appears since stu-
dent evaluations solicit answers to objective ques-
tions, such as whether feedback was timely and 
relevant, or the instructor was available for con-
sultation. The evaluations that follow grand 
rounds or continuing development sessions tend to 
employ Likert scales, which tap audiences’ sub-
jective perceptions of their own learning or the 
presenter’s quality. These measures seem unrelia-
ble, or worse, reveal a measure that is more akin 
to customer satisfaction. 
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CEs can easily report the quantity of semi-formal 
educational activities they perform, but quantity 
should not be mistaken for quality. Measuring the 
benefit of semi-formal educational activity can 
have the effect of incentivizing CEs to provide too 
much semi-formal education to the detriment of 
their consultation activity or policy work. Just as 
with formal education, CEs must be careful to en-
sure an appropriate balance of responsibilities to 
prevent undermining the primary activity, clinical 
ethics consultations. 
 Ambivalence may be the best perspective to-
ward the case for whether CEs provide education-
al benefit through semi-formal education. On the 
one hand, the context in which CEs would provide 
this seems like an environment in which education 
can flourish when adult learning theory is consid-
ered. However, the same conditions make it diffi-
cult to assess the quality of these efforts.   
 CEs’ semi-formal educational activities may 
be valued for other reasons, like enhancing the 
institutional culture. We acknowledge this and do 
not wish to disparage these contributions; howev-
er, at least at present, it seems unwarranted to jus-
tify the benefit of clinical ethics consultation ser-
vices by citing the value of CEs’ semi-formal edu-
cational work. Despite this pessimism, semi-
formal education is a potential fertile environment 
for CEs to provide value to their institutions be-
cause many of the adult learning theory conditions 
are innate to teaching in a healthcare setting. If 
CEs continue to view educational value as one of 
the justifications for their services, then the pro-
fession should ensure its training and fellowship 
programs include instruction in pedagogy and en-
gage in research for better methods to measure 
this. By enhancing CEs’ readiness to teach effec-
tively and developing tools for demonstrating ef-
fectiveness, the profession can prioritize quality 
over quantity in semi-formal education. 
 
 
Informal Education 
  
As noted earlier, CEs engage in informal educa-
tional activities primarily when this work occurs 
through their capacity as clinical ethics consult-
ants. The majority of CEs’ time is devoted to their 
primary responsibility of clinical ethics consulta-
tion, so their greatest opportunity to provide edu-
cation is the informal education mode. However, 
because this educational activity is a spontaneous 
feature of their consulting work, it is unstructured 
and its educational nature obscured from potential 
learners, which is different from formal and semi-

formal education. 
 An important responsibility that CEs have is 
to contribute their relevant ethics expertise to poli-
cy making. Sometimes, CEs are invited to policy 
making bodies that have broad social influence – 
the presence of CEs on the New York State Task-
force on Life and the Law, which collaborated 
with the New York State Department of Health on 
its 2015 guidelines for ventilator allocation during 
an influenza epidemic, is one example of this.15 
More locally, CEs may be asked to participate in 
developing or revising a healthcare institution’s 
policy regarding conflicts over potentially inap-
propriate treatment, decision-making for certain 
patient populations (e.g., the unrepresented), or in 
response to new laws (e.g., medical-aid-in-dying). 
These are examples of macro-level activities. In 
policy making, CEs’ role may entail explaining 
ethical considerations on a clinical practice or pol-
icy, offering an ethical analysis of newly available 
treatment options, identifying a range of ethical 
options for the policy committee to consider, and 
helping them to consider the ethical implications 
of a policy’s implementation. 
 How CEs carry out these activities may bear 
superficial similarities to formal and semi-formal 
education if they use presentation strategies typi-
cal of classroom instruction or continuing devel-
opment sessions. However, when CEs do this as 
part of a policy making committee, the education-
al nature of these presentations might not be trans-
parent to the other members because policy com-
mittee members are disposed to see each other as 
peer collaborators. The CE, too, might not even 
recognize that they are engaging in education in 
this setting. It is unfortunate that the educational 
potential of these presentations is possibly ob-
scured since instruction in the context of policy-
making has many of the core features of adult 
learning theory. The members of a policy making 
committee are ready for ethics education because 
they will understand its need in order to develop a 
sound policy and recognize it as a normal feature 
of their professional responsibilities.  
 Even though policy making may be one of a 
CE’s recurring responsibilities, it will not be as 
frequent as engaging in actual clinical ethics con-
sultations which will occupy the majority of a 
CE’s time. Within the micro-level activity of clini-
cal ethics consultation, there is inherent potential 
for education. Still, the primary responsibility of 
CEs is to promote excellence in clinical decision-
making among stakeholders who hold different 
and often conflicting perspectives of what should 
be done in a particular situation. CEs ought to en-
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sure that a fair process for adjudicating these 
claims is being followed, and that the relevant 
stakeholders know and understand, to the extent 
possible, the applicable rules, principles, and insti-
tutional processes that bear on the consultation 
question. The inherent potential for education in 
clinical ethics consultation is derivative of and 
secondary to the CE’s primary role as a consult-
ant. For example, in clarifying the ethical uncer-
tainty or problem as reported by the consultee (for 
clarification on the relatively subjective nature of 
the ethical issue, see Hynds)16 and identifying 
what may be morally obligatory, permissible, or 
prohibited for stakeholders to do in a given con-
text, the CE will educate consultees regarding the 
ethical principles or rules at play and how they 
ought to be applied. Similarly, the formal ethics 
recommendations prepared for patients’ medical 
records will have semi-didactic form – recommen-
dations will briefly highlight and explain relevant 
ethical concepts, rules, applicable hospital poli-
cies, etc., and outline various approaches to try to 
resolve the ethical question or concern raised by 
the consultee. Such formal ethics notes become an 
educational tool for the immediate team and future 
clinicians involved in a patient’s care. 
 Although the clinical ethics consultation may 
be the setting that is most conducive to education 
considering adult learning theory, it also faces 
some of the same drawbacks that semi-formal ed-
ucation does. There is no effective way to assess if 
the subjects of education learned from the activity. 
While clinical ethics consultations services do sur-
vey their users, these surveys evaluate satisfaction 
with the service rather than learning.17 It would be 
inappropriate to include questions about education 
in those surveys since the educational component 
of consultations is not transparent to its users and 
it may undermine confidence that supporting ethi-
cal clinical care is the primary goal of the service. 
On the other hand, many CEs review past cases by 
publishing peer-reviewed articles, while some 
consultation services follow guidance to incorpo-
rate retrospective reviews.18–23 The internal review 
of consultation notes can serve the same function 
of peer review in formal education, which can 
help to support the claim that CEs provide educa-
tional value. 
 There is a potential pitfall to claiming there is 
educational value in clinical ethics consultation. 
As noted, some CEs may not appreciate its inher-
ent educational potential, which means in some 
cases, we may oddly give CEs credit for some-
thing they do not realize they are doing. However, 
CEs who appreciate the potential educational val-

ue in consultations must be careful, too. For one, 
while the ethics consult note may be an education-
al tool, the CE must be cautious that in its didacti-
cism the note does not imply it is universally ap-
plicable to all cases and misleading consultees into 
believing they can resolve future similar cases 
independently. Secondly, and most importantly, 
CEs must be careful never to undermine their core 
responsibility of clinical ethics consultation, 
which means that the CE must prioritize engaging 
with the dilemma qua consultant, and only permit 
the educator role to be derivative from it.21 Strik-
ing this balance may be difficult, but it is essential 
to maintaining respect for the dignity of the pa-
tients on whose cases they are consulting. 
 The CE primarily aims to offer solutions to 
ethical challenges in daily clinical practice. In 
these cases, the CE must be careful to balance the 
delivery of professional expertise with education. 
The CE’s expertise involves interpreting ethical 
norms in light of the particular details of each in-
dividual consultation case. The CE must also be 
careful to avoid suggesting that their recommen-
dation is not constrained by principled standards. 
To strike the wrong balance is to put patients at 
risk of receiving less than an ethical standard of 
care that reflects uncritical conventionalism, rela-
tivism, or intuitionism on the part of health care 
practitioners (HCPs). 
 The previous section’s conclusion proposed 
that if clinical ethics consultation professionals 
resolve to partially justify their services on 
grounds of educational value, then they should 
leverage the fertility of semi-formal education by 
developing training programs that promote peda-
gogical excellence among CEs and develop tools 
for evaluating. The same case and qualifications 
can be made for the semi-formal and informal ed-
ucation that occurs in CEs’ most prominent activi-
ties, policy making and clinical ethics consultation 
itself. However, this may be an especially difficult 
challenge for informal education in clinical ethics 
education because of the need to ensure that the 
CE’s consultant role is always primary. 
 
 
Moral Education 
 
Some people may envision moral education as a 
key part of the education that clinical ethicists pro-
vide, and which this article has not yet addressed. 
In this vision of ethics education, one of its aims 
might be to improve the ethical character of 
HCPs.24–26 CEs can contribute to the moral educa-
tion of HCPs when they help them to reason 
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through an ethical dilemma by considering their 
role-specific duties (e.g., “How should I act as a 
doctor when my pediatric patient’s parent asks me 
not to disclose the diagnosis to the patient?”) or 
plan on how to fulfill their duty by reflecting on 
the professional virtues they should embody in a 
situation (e.g., “What would a caring hospice 
nurse do to help a patient complete an advance 
directive?”). An alternative goal might be enhanc-
ing the ethical culture of a department or institu-
tion.27–30 One way CEs may do this is by soliciting 
input about common ethical challenges faced by 
particular HCPs and offering educational sessions 
to address them. Another option is to present and 
discuss new ethics policies with HCPs to cultivate 
moral sensitivity in cases where the policy is rele-
vant. For example, when CEs present a new policy 
on unrepresented patients and its ethical and prac-
tical significance, they may help a unit be attuned 
to this vulnerable group and initiate a protocol to 
support these patients sooner. Alternatively, some 
hospital units may have environments that inhibit 
HCPs from speaking up about ethical issues. At 
times, nurses for example report feeling unable to 
share their ethical perspectives with their physi-
cian colleagues. Some physicians face similar situ-
ations when their patient is being co-managed by 
another specialty (e.g., transplant, surgery, oncolo-
gy). Research has shown that nurses and physi-
cians in critical care settings sometimes hold di-
vergent expectations about their respective moral 
obligations. In oncology, another study found that 
many HCPs do not discuss their ethical concerns 
until a crisis situation occurs.31,32 CEs may work 
with certain clinician groups to foster greater 
awareness of ethical issues on particular units, 
encourage moral sensitivity to diverse perspec-
tives, reduce barriers to a more open culture, and 
promote transparency and the courage to speak up 
proactively. 
 To realize the goal of moral education, moral 
educators must draw from a broad range of disci-
plines and standards. CEs are prime candidates to 
do this because there is an essentially inter-
disciplinary field that draws on a range of subjects 
and considerations:  philosophy (i.e., ethics), clini-
cal ethics in particular, psychology, sociology, 
prevailing professional guidelines, applicable 
laws, relevant institutional policies, etc. Further-
more,  they can pursue these aims through any of 
the modes (formal, semi-formal, or informal) of 
education.  
 For several reasons, CEs should be cautious in 
claiming that moral education is also one of the 
benefits of their service. First, calling the develop-

ment of moral habits or virtues in HCPs and fos-
tering of ethical climates “education” may be met-
aphorical. These kinds of activities may be better 
understood as moral formation or transformation. 
Aristotle, for example, claimed in the Nicomache-
an Ethics that morality was developed through 
practice and habituation rather than reasoning and 
instruction.33 Second, other forms of ethics in-
struction generally do not assume the ambitious 
goal of moral formation; a typical course in ethics 
usually does not have enhanced moral character as 
one of its course outcomes. So, unless clinical eth-
ics education is essentially different from other 
forms of ethics instruction, there is reason to doubt 
it involves systemic moral formation. The point 
we wish to stress is that while educating people on 
what the right thing to do is and reasoning meth-
ods to determine it are important components of 
moral education, moral formation cannot occur 
without the process of repetition and habit that 
inculcates a virtue. Clinical ethics education, like 
all forms of ethics instruction, from the formal to 
informal modes, is unlikely to provide that repeti-
tion with sufficient constancy to yield a virtuous 
habit, and therefore moral development. A study 
by Schwitzgebel suggests that ethics education 
may thwart moral education; he found that the 
kinds of books that ethics professors would check 
out of the library were more likely to be missing 
than other books.34  Third, moral education does 
not appear to be the monopoly of CEs. Many peo-
ple try to morally improve others, so it stands to 
reason that the techniques people employ to do so 
are not solely derived from the corpus of clinical 
ethics. If CEs contribute to moral development, 
this will be an additional, but not exclusive, bene-
fit they provide. 
 Two final reasons to be wary that CEs provide 
moral education focus on the difficulty of morally 
improving others. The fourth reason is that moral 
formation as education would require time and a 
durable (special) relationship between the teacher 
and student. If CEs are not embedded within a unit 
or department, they are less likely to have the reg-
ular contact needed to morally improve one anoth-
er or the kinds of relationships with people where 
they can serve as moral mentors. Finally, outside 
of formal education, CEs’ opportunities to provide 
ethics education to HCPs is mostly dependent on 
HCPs’ recognition of their own need for it. How-
ever, those most in need of moral education some-
times are the least likely to recognize it and so 
those units are unlikely to invite CEs for lectures 
or rounds or to seek clinical ethics consultations. 
If this is correct, when CEs provide semi-formal 
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or informal moral education, the cumulative bene-
fits will not reach their transformative potential. 
For all of these reasons, CEs should be cautious 
about claiming moral education as a benefit of 
their service.  
 
 
Objections 
 
Some CEs may object that we are too cautious in 
attributing educational benefit to informal educa-
tion, which we acknowledge has significant poten-
tial for education because of all the ways in which 
it embodies multiple qualities of adult education 
theory. A major reason for caution was the lack of 
transparency regarding the informal education of 
clinical ethics work. Although it necessarily has 
educational potential, this can never be paramount 
in clinical ethics work and must always remain 
below the surface, which we claim inhibits its edu-
cational benefit. There are two opposing objec-
tions that CEs more confident in the educational 
benefit of clinical ethics might make. First, they 
might point out that the experience of engaging 
with CEs can be activating to HCPs’ educational 
sensibility. When HCPs, especially physicians, 
consult one another there is a common foundation 
of language, vocabulary, and methods — that of 
medical science. Believers in the educational ben-
efit of clinical ethics would point to our claim that 
CEs draw from a vast well of resources (i.e., eth-
ics, psychology, law, etc.) in their work that HCPs 
are unlikely to share to the same degree. Propo-
nents of educational benefit may argue that this 
will trigger an awareness in HCPs that there is 
opportunity for learning of which they can take 
advantage. If this is true, we should be more opti-
mistic about the educational benefit of clinical 
ethics. This is, however, an empirical claim which 
requires verification; CEs should claim the benefit 
when they have the evidence.  
 An alternative response to our concern that the 
educational potential of clinical ethics work is not 
transparent is to point to the successful role of in-
formal education in HCPs’ professional training. 
Nurses and physicians cannot learn to practice 
simply through classroom instruction; their im-
mersive and experiential learning on the floors, in 
clinical rotations, and residency is a vital compo-
nent of educating them on the corpus of nursing 
and medical knowledge and the procedures and 
norms of clinical practice. If this is a vital part of 
HCPs’ educations and HCPs trained in this way 
are effective practitioners, this is evidence that 
informal education is an effective mode of educat-

ing HCPs, and they can derive major benefits from 
informal clinical ethics education. It is impossible 
to deny that experience is a valuable teacher for 
HCPs, and this recognition lies behind our appre-
ciation of the inherent educational potential in 
clinical ethics work. However, the analogy be-
tween informal clinical education and informal 
clinical ethics education is not total and it raises 
some concerns. One important difference between 
informal clinical education and clinical ethics edu-
cation is that there are evaluations to confirm that 
trainees learned the lesson that these clinical expe-
riences are designed to impart: preceptor reports; 
tests; licensing examinations. It is still the case 
that CEs have no way to evaluate if they informal-
ly educated others in their clinical ethics work.  
 Aside from this difference, medical educators 
have raised concerns about the “hidden curricu-
lum” that lurks beneath the surface of informal 
clinical education.35–39 The hidden curriculum re-
fers to the unintended lessons students learn in 
their education; because they are unintended, it is 
possible that uninterrogated biases comprise part 
of these lessons. It would be a folly to assume that 
CEs will not unintentionally transmit systemic 
biases when engaged in informal education be-
cause CEs are a product of their time and cul-
ture.40 If CEs claim informal education is a benefit 
of their work, they will bear special responsibility 
for any biased lesson they transmit. CEs should be 
wary of the potential hidden curriculum pitfall in 
informal education. 
 
 
Conclusion 
 
The educational value CEs bring to their institu-
tions is one justification for this service, and CEs 
have multiple opportunities to engage in clinical 
ethics education, which vary by the type of institu-
tion that employs them. CEs employed at universi-
ties or academic medical centers, or some non-
academic medical centers, may have the oppor-
tunity to engage in formal education. Because 
these activities are part of a structured curriculum, 
their value can be measured by reviewing student 
performance and student and peer evaluations. 
These activities are typically included in a CE’s 
contractual responsibilities, too, so a ready meas-
ure of value is whether the CE actually teaches. It 
is important though for CEs to be careful not to 
assume too much teaching responsibility since it 
may detract from their primary responsibility, 
clinical ethics consultation. The potential value 
from CEs providing semi-formal and informal 
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education is significant because of the way it re-
sponds to the readiness of healthcare professionals 
to learn as suggested by adult learning theory. As 
with formal education, CEs must ensure that their 
semi-formal education activities do not detract 
from their consulting responsibilities. Despite both 
of these points, there is a need to develop reliable 
tools for assessing the educational quality of these 
activities. There may also be a need to enhance the 
training of CEs to include skills they can use to 
unlock this potential. There is a special concern 
about balancing the roles of consultant and educa-
tor when informal education occurs within clinical 
ethics consultation itself; to effectively do both 
may require special techniques.  
 There are other ways to establish the value of 
clinical ethicists in hospitals, but as long as the 
profession appeals to its educational benefit in part 
to justify its value, it should pursue research on 
enhancing and assessing the quality of teaching 
and the credibility of the ethicist in the semi-
formal and informal education CEs perform. 
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EDITOR’S NOTE 
 
Each year, the Journal of Hospital Ethics publishes the proceedings of the International Conference on 
Clinical Ethics and Consultation (ICCEC). Consistent with our editorial policy, all of the abstracts includ-
ed in these issues are published as provided to us by the organizers of each ICCEC meeting. We would like 
to acknowledge the full set of authors of four abstracts from the 2024 ICCEC meeting, some of whom 
were not included in those materials but should be noted for both reference purposes as well as general 
recognition of their work: 
 
In relation to the presentation, “Embedding Equity, Diversity and Inclusion Principles into REB Re-
views” (Vol 10, No 2, page 135), the authors are Rebecca Greenberg, Rosalind Abdool, and Anjana Sen-
gar. In relation to the presentation, “Leaps and Bounds: Advancing Ethics Review in AI Research” (Vol 
10, No 2, page 168), the authors are Anjana Sengar, Rosalind Abdool, and Rebecca Greenberg. In relation 
to the presentation, “A State Legislator and a Practicing Physician Walk Into a Bar… Insights From the 
Front Lines of Healthcare Politics and Caring for Marginalized Communities” (Vol 10, No 2, page 164), 
the authors are Hunter Cantrell and David Satin. In relation to the presentation, “The Role of Clinical 
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